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PREFACE

A new morphological word-by-word analysis technique and a new
syntactic sentence-by-sentence analysis method applicable to the automatic
translation of Russian to English are presented in this thesis.
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for reading the mamuscript and for valuable suggestions and criticism. The
assistance and advice of other members of the staff of the Computation Labo-
ratory; especially Stefanie von Susich, William Foust, David Isenberg, and
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translation at Harvard, for his.continued support of this activity. The
continued interest of Professors Joshua Whatmough and Roman Jakobson in
the work of automatic translation is also appreciated.
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photbgraphic work was done by Paul Donaldson. Robert Burns, Louis Kloff,
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SYNOPSIS.

This thesis is concerned with a method for the syntactic
analysis of Russian sentences. Applied to automatic translation, this
method is divided into a morphological word-by-word phase and a
syntactical sentence-by-sentence phase.

An idealized canonical stem dictionary is presented, and its
significant lexicographic properties are pointed out. This idealized
dictionary then-serves as a basis for evaluating the actual Harvard
Automatic Dictionary. Aspects of morphological analysis of the Russian
language and the series of programs written to carry it out are described.
To explain the practical problems encountered in an experimental syntactic
analysis program, of which a detailed deseription is given, a new model of
natural language is introduced. A more detailed outline of this thesis is
given in Chapter 1.

The idealized canonical stem dictionary, the method of morphological
analysis of Russian, the constructior of thé new model of natural |
language and substantial aspects of the realization of an operating
experimental syntactic analysis program represenc efforts of the

writer.
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Chapter 1
INTRODUCTION

A blook diagram of an idealized system for translating awtomatically
between two languages is given in Fig, 1-1. The text in ths source language
ig first transcribed onto some medium suitable for input to a high speed
digital comruter, Next, the text is translated into the target language by
an appropriate sequence of programs, Finally, the translated text is
recorded onto a medium suiltuble for reading or reproduction.

To prepare a text for processing by a digital computer, it is
necessary to transcribe the text onto a magnetic tape or some equivalent
medium, Ideally, transcription should be performed by a print-reading
machine capable of identifying the various types of letters found on a
printed page. At preéent, the texts which are used for experimental pur-
poses are laboriously typed either onto punched cards or directly onto
paper or magnetic tape. At the other end of the process, the output of
the computer program can be reproduced singly or in mltiple quantities by
a number of satisfactory processes. If the recognition of diagrams and
pictures is desired; further complications arise at the transcription and

the recording steps.

The process of translating a text, as carried out on a digital computer,

can be subdivided into four phases: dictionary lookup, syntactic analysis,
semantic analysis, and target language synthesis. To look up the words of
the source language, a bilingual dictionary, a sequence of programs to

control the operation of the dictionary, and & set of programs for correct-

ing and updating the dictionary are necessary. The grammatical roles of the
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Idealized Scheme for Automatic Translation
Figo 1-1
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source language words, which are functions of both the lexical characteris-
tiocs of the individual words and the relationships among the words in a
sentence, are determined by the syntactic analysis. In general, more than
one target language correspbnden‘b is stored in the dictionary entry of a
gource language word, since the source language word can take on different
meanings when used in different contexts. The appropriate meaning of

each source language .word in its given context is selected by the semantic
analysls of the syntactically analyzed text. Finally, the target language
correspondents are inflected, rearranged, and appropriate words such as
yrepositions and articles are added where required.

As an example of the complete process, consider the Russian to
English translation of the sentence: Pacmaj Kamzoro aToMa IPOMCXOZMT
WI'HOBGHHO, TIOZ0OHO BSpHBY , Possible English correspondsnts of the Russian
words in a Russian-English dictionary are given in Table 1-1. The analysis
of the sentence that will row be described is idealized, although some
sections of the analysis are already in operation and will be discussed
in this thesis. An analysis of the individual words, bared on their
lexical characteristics, is given in Table 1-2,

A syntactic study of the sentence would result in the following
analysis, Pacnag is nominative since it is the subject of the sentence.
Kamgoro is used adjectivally in the genitive possessive noun phrase
Kamgoro aToMs , Hpoméxom is the predicate head and MrHOBeHHO is an adverb

modifying the verb. Hozo6mo BEPLBY is an adverbial phrase that modifiss

the verb.
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pacrafn disintegration, decamposition

KaxIoro of each (one), of every (one)

aToMa atom

npouexopuT | happen, occur, take place, descend

UI'HOBEHHO instantaneous, inomentary

10R06HO like, similar

BSPHBY explosion, outburst, burst

English Equivalents for Some Russian
Words in a Russian-English Dictionary
TABLE 1-1

pacmag, Either nominative or aceusative singular, masculine
nour.. :

Kaxao0ro Pronoun used adjectively or nominally, either
genitive singular and either masculine or neuter,
or accvsative singular masculine.

aroaa Genitive singular masculine noun,

IIPOUCXORHMT Third person singular, present tense, indicatiwe
verb.

MI"HOBEHHO Adverb that can be used as a predicate in place of
a verb.

nozo6m0 Adverb that can be used as a predicate in place of
a verb.

B3PHBY Dative singular masculine noun.

Word-by-Word Analysis of the Sample Sentence

TABLE 1-2
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The next phase would select the appropriate English correspondents.,
"Disintegration" would be selected for pacmag, "instantaneous" for
vrHopereo, ""like" for mozo6mo, and Mexplosion" for sapsmy. Either alterna-

tive could be used for xkamgoro and any of the first three altermatiwves

for nmpouoxopur.
Three of the English equivalents would be inflected. Since Kazgoro

is used adjectivally, the correspondent would be "of each" rather than "of
each one". An "s" would be added to an English verb such as "happens" for
"happen", Finally, a "ly" would be added to "instantaneous" to indicate

the adverbial usage. The English translation would then be:
%Disintegration of each atom happens instantaneously, like explosion.™

The translation would be complete if the English articles were included:

"The disintegration of each atom happens instantansously,
like an explosion,"

The thasis is chiefly concerned with the second of the four pro-

cegsses of Fig. 1-1, The ability to carry out the experimental analysis is

predicated on the existence of an automatic Russian-English dictionary and

its associated controlling routines. In this discussion syntactic analysis

will include both the morphological word-by-word analysis and the sentence-
by-sentence analysis described in the previous example.

The method for producing the morphological analysis can vary over a
wide range and 1s mainly a function of the type of dictionary used. In a

full paradigm dictionaryj; which has a unique entry for every inflected

?The set of all inflected forms for a given word is called the paradigm
of the word.
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word form, il is possitle to store all the knovn syntactic information per-
tinent to each word form directly in the dictionary and read it out when-
ever the given form is loéked up in the dictionary. An alternative is
to store a segment of a word fcrm cammon to all the paradigmatic forms
of the word rather than the whole word form. A single dictionary entry
can then represent the entire paradigm. Such a dictionary requires much
less storage space than a full paradigm dictionary because, as Giuliano
has indicated,1 there is an average of about ten word forms within a
Russian paradigm. So long as large-scale storage devices remain extremely
expensive to acquire and operate, the latter alternative will seem more
attractive,

Since the Harvard Automatic Dictionary, which is a compromise be-

tween the two extremes, is a result of the cumlative efforts of a mumber

of investigators over several years, it has become difficult to lsolate
the essential features of the system from the pieces that have been incor-
porated to make_up for previously encountered shortcomings. An idealized
canonical stem dictionary is presented in Chapter 2 to point out, on the
one hand, the significant lexicographic details of such a dictionary and to
provide, on the other hand, a basis for comparing actualAdictionaries and
particularly, for evaluating the actual Harvard Automatic Dictionary. The
idealized dictionary is described in a mathematical notation in an attempt to
ascribe clearly defined characteristics to it. Included in this chapter is a
method for the construction of the dictionary and of the individual entries, as
weli‘as a method for the morphological analysis of text words.

The avthor is indebted to D. W, Davies of the National Physical

Laboratory, England, for comments which provided a point of departure for

the investigation reported in Chapter 2. Mr. Davies visited Cambridge,

A 4
W. BRI S A A S N PR
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Massachusetts, in December, 1959, after he and his staff had studied the

previous publications of the Harvard project. To store grammatical informa-

tion in dictionary entries, Mr. Davies outlined a scheme which is approximately

the sanme as the "entry function vectort.

Wherﬁas in a full paradigm dictionary the individual dictionary
entries can be precoded with all the grammatical information relevant to
each inflected form, this approach is impossible when a stem dictionary is
used. Some of the grammatical information in a Russian-English dictionary,
such as case and number, is dependent on the word endings. It is therefore
necegsary to analyze the endings and stem dictionary entries after the look-
up process. As many ambiguities as possible are resolved on a word-by-
word basis to reduce the burden placed on the more complex sentence-by-
sentence syntactic analysis which follows the morphological analysis.

The problems involved in the word-by-word analysis are discussed in Chapter
3 and the analyosls programs are presented there. In addition, several other
programs that have been written to patch the existing dictionary are
included in this chapter., The output of these programs is identical with
the ocutput of the idealized dictionary described in Chapter 2, although

the processes differ greatly in detail.

The method of predictive syntactic analysis is based on the empirical

technique for the syntactic analysis of Russian devised by I. Rhodes of the
U.S. National Bureau of Standards. The author had the privilege of being
introduced to this technique while working with Mrs. Rhodes during the
sunmer of 1959. The technique is based on the premise that many Russian

sentences can be analyzed on a left-to-right pass, scamning each word of

SR T
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the sentence once ano in order. The syntactic role of a word in a sentence
can be determined from the syntactic roles of the words preceding it., More-
over, on the basis of the analyzed word, it is possible to make further
predictions about the syntactic roles of the words which can follow. The
predictions are stored in a prediction pool, an approximation to a simple
pushdown store, that is, a linear array of storage devices in which informa-
tion is entered and removed from one end only according to a "last-in-first-
out" technique.

In an effort to explain the practical problems arising in the predic-
tive amalysis of natural languages, a model of natural language has been
developed in Chapter li. The algorithms which operate on the model language
show the essential usefulness of the fundamental concepts of the predictive
analysis technique.

An experimental program now in operation for the syntactic analysis
of Russian sentences is described in detail in Chapter 5. The aspects of
Russian grammar which have been';oded in the experimental predictive
syntactic analysis program are discussed, and examples are given of hoth
successful and unsuccessful attempts at analysis.

One implication of the model is that a single pass of a sentence
through a predictive analysis program does not yield a successful syntactic
analysis in all cases. It will be necessary to provide for supplementary
passés to correct errors discovered in the initial pass. Many of the

errors are easily detected and a scheme for the systematic correction of

the errors on subsequent passes seems promising.
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When discussing a subject sich as syntactic analysis, it is important

" to distinguish among the use, mention, and representation of a word.

Conventionally, a word is uged to specify a distinct object, a certain
action, etc. But when the word itself is the subject of discussion, its
mention facilitates the treatment of the word as an abstract entity, while

the reprecentation of a word permits the individual characters to be

considered as separate entities. The problem of distinguishing the usse,
mention, and representation of signs is illustrated by the following
examples utilizing Oettinger's convention.2

Boston is a city. (Use)

Qggigg* is an English word. (Mention)

"Boston" is the conventionally spelled representation of §g§§gg?
The asterisk is added to the underscore to denote mention, as distinet from
an underscore used alone merely for emphasis. |

This notation will be used only when required for the sake of

clarily. 1In Chapters 2 and 3, in particular, it will be used liberally.
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CHAPTER 2

AN TDEALIZED CANONICAL STEM DICTIONARY

1. Introduction

In the field of data processing in general, the description of
complex systems presents difficult problems. In particular, it has
proved difficult to describe with sufficient detail and accuracy the
operation of nomnumerical systems. Numerical work can be set forth in
mathematical notation, so that it is not necessary to rely on detailed
programs to describe the procedures involved. Nonmumerical problems
such as automatic translation have similar details, but there is no
universal notation for the processes involved or the entities to be
manipulated. In general, the procedure has been either to outline
processes with flowcharts of increasing complexity, cr to give all the
details with the operating program itself. However, such a complete
description makes the process unintelligible. Tn particular, this has
been the case with antomatic translation where it is extremely difficult
to design, comprehend, and evaluate such systems.

Recently Iverson has devised a tachnique of notation that shows
some promise of coping with the descriptive problems (Appendix A). One of
its striking merits is that it is independent of the characteristics of
specific computing machines, and once mastered is of sufficient generality
1o describe a variety of processes. It seems desirable to formmlate a
general process of dicticnary compilation and operation in terms cf this

notation.




In this chapter, an idealized canonical dictlonary system is presented
for the purpose of outlining the essential features of any such systen.
Besides putting into perspective the essentisl lexicographic problems of
translation, this exposition provides a frame of reference against which the
Harvard Automatic Dictionary and other automatic dictlonaries can be compared.

A number of basic terms are considered in the following paragraphs.

A canonical dicticnary is one in which the canonical form of a word, such

as the nominative singular of a noun or the infinitive of a verb, 1s used
as the basic source of the dictionary entry (or entries) necessary to
represent all the possible inflected forms of the word. In contrast, a
dictionary in which the entries are directly generated from text occurrences
would not be a canonical dictionary, since any form of a word could occur
in a text. Different types of canonical dictionaries are possible. For
example, the ordinary dictionary in which the canonical form itself is
listed is a canonical dictionary. A second type is a canonical stem
dictionary which lists only the stems of the infiected forms, which in
turn are obteined from a canonicsal form. 4 canonicel stem diectionary, to
which all further discussion in this chapter will be restricted, is useful
only insofar as the number of dictionary entries per word, which averages

about ten ir a Russian full peradiem dictionary (that is, a dictionary

containing every distinct inflected form of a word), can be minimlzed.
The grammatical attributes of a word can be divided intc both

lexical attributes and gyntactic atir
examining individual words, while the latter can be determined only by

ibutes; the former are determined by

examining the words in context. In a highly inflected language such aa

Russian, meny of the grammatical attributes are lexical, while in a
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relatively uninflected language like English, few of the grammatical
attributes are lexical and a correspondingly greater nutber are syntactic.
For example, the Russian noun'ggggéf hag lexlcal attributes of case,
number, and gender, such that the noun is genitlve, singuler, and
masculine. The English noun ggplgf from the equivalent gﬁ;jgg_jghlﬁ*
bas only the lexical attributes of number and gender. The genitive case
can be determined only by examining the context in which 39215* is found.

In the Russian language, the lexical attributes, which are a
desired output of a dictionary, are determined by a set of letter
combinations called deginengeg which occur at the ends of words. The
deslnences cannot be factored systematically as, for example, in the two
forms "arom" and "aromom'. In the former form the "oM' is part of the
stem, while in the latter form the rightmost "om' is the desinence. It
is possible to define an arbitrary set of letter combinations, which will
be called gffixes, that closely parallel the set of desinences, so that if
a word i1s considered as a string of letters, then the affixes can be
factored systematically from the end of the string. The gtem is the
string of letters which remains after the affix has been removed.

The rest of this chapter is devoted to a discussion of the problems
of compilation and operation of a canonical stem dictionary. The problems

have been divided into three general areas:

(1) Since it is the set of affixes that is factored in the
‘operation of & stem dictionary, the lexical attributes which are
assoclated with the desinences must be associated with the affixes. In
Sec. 2 a scheme 1is developed for determining the mapping of the desinences

onto the affixes in order to associate the lexical attributes with the affixes.




(2) Frequently, the stems of two different words are identical
although the sei of affixes associated with the individual stems do not
intersect at all. & technique by which a list of the affixes assoclated
with a glven stem could be stored in the dictlonary entry would reduce the
nonessential ambiguity in the dictionary file (Sec. 3). Dictionary look-up
would be simplified if this technique also provided for the storage of the
lexical attributes that are assoclated with the affixes (as discussed in
the previous paragraph).

(3) The look-up process, which has to be repeated for every
word looked up in the dictionary file (Sec. 4), should be as simple as
possible. 4 list of the lexical attributes of the text word should be

included in the output of the process.

2+ Reference Matrices

It is convenieqt to list the lexical properties, such as case and
number for nouns, relevant to the operation of an automatic dictionary before
preparing a procedure for compilation or look-up. Since in a Russian stem
dictionary the affix of a word is used to determine the lexical properties
of the word, the list should consist of all the possible affixes and all the
possible lexical attributes. A reference matrix is such a list (Fig. 2-1).
One or more reference matrices can be used for an automatic stem dictionary
of & given language, depending on the number of attributes and the
separability of any of the sets of attributes into disjoint classes.

For & Russian stem dictionary, three productive morphological types

t (noun, adjective, and verb) have heen chosen, and a reference matrix has




Ns Ns Ns | &s | 4s Ip Ip Ip Pp Pp

# a J ax | # | a 'Il amy | e | s | ax |

Reference Matrix for Noun Worphologlcal Type
Fig, 2-1

been associated with each of these types. Although as many reference
matrices as desired may be chosen, a desire for simplicity dictates a

search for a natural decomposition of the set of Russian words into

several sets of morphological types of words, in order to avoid
encountering unnecessary complications, several of which will be illustrated
later. Similarly, any arbitrary set of affixes may be used, although the
closer the set of affixes parallels the set of desinences, again, the fewer
unnecessary complications will be encountered.

4 Veétor lm of lexical attributes associated with a morphologicul
type t is defined; for example, if ¢ 1is a noun type: A = [Al’XZ""’Alz]’
where each component of.lm is a unique lexical attribute such as nocminative
singular or genitive plural. The symbols t and Lm as well as the symbols
that wili be introduced in succeeding paragraphs are summarized in Table 2-1.

A vector, each of whose components is one of the Russian desinences,
and which includes every desinence once and only once, is designated 3.
Likewise, a vector, each of whose components is a Russian affix factored
from a string of letters by an arbitrary algorithm, and which includes
every affix once'and only once, is designated a. The order of the
components in the vectors 5 and g is immaterial. The vector gm(x) represents

the lexical attributes (there may be more than ohe) in type tm of an affix
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Symbol Function
P Desinence vector
a Affix vector

l<*

Morphologlcal type
Lexical attributes of morphologlcal type tm

Lexlcal attributes of desinence or affix x

Reference matrix

V} - Juxicel attribute
2
Vi affix

Auxiliary reference matrix

A

i

V*i =~ desinence

Arbitrary factoring operation on word x
Paradigm representation of word x
Entry function vector

Affix of word w

Lexical attributes of word w

Indices

Null formuls

Definitlon of Symbols
TABLE 2-1
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or desinence x, thus, where "oM" and "a&" are desinences, Boun (tou®) =
[inatrumental singular], while u .- (Mah) = [nominative singular,

genitlve singular, accusative singular, nominative plurel, accusative
plural|.

A1l the information known about a morphologlcal tyve prior to the
construction of a reference matrix cen be summerized in the list of
lexical attributes, the list of all possible affixes, the list of all
possible desinences, and the set of vectors gm(Si). However, since affixes
and - -t desinences are factored from words, a condensed repressntation of
the set of vectors ym(ai) is ﬁeeded. The rest of this section is devoted
to the problem of obtaining this condensed representation.

For each lexical attribute of a given morphological type a two-row
submetrix is constructed such that the components in the second row
represent affixes that can signify the lexical attribute. Each component

in the first row represents the lexlcal attribute itself (Fig. 2-2).

Pp Pp

ax | sx

Submatrix of the Lexical Attribute Prepositional
Plural of the Noun Morphological Type

Fig’o 2"2

The submetrices of all the lexical attributes are then joined to form the

reference matrix (Fig. 2-1). The ordering of the submatrices must coincide
with the ordering of the lexical attributes in.ﬁm, but the ordering of the
columns within each submetrix is immaterial. Rach affix can occur no more

* than once in a submatrix, but can be repeated in any number of submatrices.
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The operatlons necessary to construct a reference matrix from the affix
vector, the desinence vector, the lexical attribute vector ﬁm’ end the set
of vectors gm(Si) are shown in Program 2-1 and explained in the following
paragraphsg. A

Prior to constructing the reference matrix V, it is convenient to
construct an auxiliary matrix y* that resembles the reference matrix in form
but whose second row is a row of desinences instead of affixes. The matrix
V" is set to null in step 1.

To iterate over all the lexical attributes in A , en index 1 is
initialized in step 2 and decremented in step 3. 4 minor loop for each
desinence is initialized in step 4. Step 5 sets the logical vector p to null,
and step 6 decrements the index j of the minor loop.

In step 7, the component Xmi of Lm is treated as a vector of one
component! This component is mapped onto gm(SJ), the lexical attributes of
the component Sj of 8. Since Ami has but one component, the resultant of the
mapping is an integer. The logical reduction substitutes a "1% in the place
of any integer other than "0", and the "1" or the "O" is left-adjoined to p.
This iterative process is repeated until every component of & has been scanned.

For example, if )\mi = [nom. sing.J and Bj = "a", then _gm(Sj) =

[nom. sing., gen. sing., accus. sing., nom. plur., accus. plur.],

/‘L[Bm(gj) - _)_;mi ]z 1, and since 1 # 0, a "1" ig left-adjoined to p. If

’Throughout this and succeeding progrems, a string of characters will be
considered both as a one-component vector and as a vector with each
character of the string a component of a vector. Thus, u = [“greenﬁ] is
a ome-compounent vector, but y = ["gh, "rt, Mef, el “nﬁj is a five-component
vector. It 1s also possible that the entire string will be but one componsnt
of a vector in another gontext; for example, the three-component vector w =
|" che", "green®, “lee.f“] .
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1 — ¥V < A
2 i <—= !/Qm)T
3 i< Bl =
4 je—v(@®)1
5 p<— A
6 [ §<— 3l
7 L] _p<—{p[gm(33)‘—‘lmi]# 0}:2
8 . ..V..*z <__ .9@! V*z
9 e ¢, 7 —
1
10 Vv < A <
11 k <— v(U)1
12 k <— k| <—_—';
13 £ < y(a) o
15 —'"E {<— /|
*2
16 g <— [t"(v k)/a[], g
17 y e (V*i € =g)/a
18 = viy) ¢ O
19 T — KA
20 7o py
21 v e— vLert

Program for Constructihg a Reference Matrix for a Morphological Type
Program 2-1
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)\mi = [nom. plur.] for the same 83’ then /.L[_t_lm(SJ)«.)lmi ]: 4, but since

4L#0, a®lh would still be left-adjoined to p. If 83 = nou", then
gm(Sj) = [instr. sing.], p[gm(Sj)-e— Lmi] =0, and a "0" is left—édjoined
to p.

The resultant logical vector p of this iterative loop is of the
dimension of 8 and has a "1" in each location corresponding to the

components of & which could have the lexical attribute Xm in tm.
i

In step 8, O is compressed by p. The compressed subvector of § is
left-adjoined to the second row of I*. The components of the subvector are
the desinences that have the lexical attributes Xm in tm’ for instance:

i
the subvector for the lexical attribute prepositional plural in the noun

type would be [BX,EX} (Fig. 2-2). A vector, each of whose components is

Xm , and of the dimension of the desinence subvector, is left-adjoined to

i
the first row of y* in step 9.

This entirs process is repeated until & submat™ixz has been adjoined
to y* for every lexical attribute in ﬁﬁ In the next sequence of steps,
each desinence (column) in y*'is replaced by a submatrix of affixes in V.
Any of these affixes might be factored from a string of letters ending in
the desinence; for example, the affixes "y", "emy", or "oMy" might be
factored from a string of letters ending in the desinence "y"f The
erbitrary factorihg operation used in this process is designated F(x),where
x 1s the string of characters being factored, and a loglcal tail vector g
is defined as the result of the operation F on the string x, g = F(x). The

PThe factoring of the string Yemy" or "omy™" is an example of false factoring
if the desinence is in fact "y" (Sec. 3.3C).




welght of the logical tail vector q 1s equal to the dimeasion of the
affix factored by F,and the dimension of g is equal to the dimension of
the original string of letters x.

The reference matrix is set to null in step 10. An iterative
process that will operate on each column of'x* is initialized in step 1l
and the index k is decremented in step 12.

4 minor loop to scan g for each.!*k 18 initlalized in step 13.
The vector g is set to null in step 14 and the Index { 15 decremented in
step 15.

In step 16, the affix a in g is considered a vector with the
individuel letters of the affix as components of the vector. This vector
is compressed by a loglical tail vector whose welght is equal to the
dimension of the desinence V*i, which is also considered a vector with
letters as components in this process. This step ensures compatibility

*2 *2
between the elerents of § and V e in the next step. Thus, ifV k= Tyt

#*2 (yfz
end if o/ = "ew®, then v(V') = 1, t” x) = [o...01], and

tv(yﬁi)/az = nyh, The element adjoined to B has the same dimension as
]fi. It should be noted that by the definition of a logical tail vector,
ifta(t) > u(azf, then aééremains unchanged, as in the case if V*i = Pemy®
ard of = "y" where tv(l k)/a[ = Wyh, '

In step 17, the components of § are logically reduced by a vector
each of whose components is V*ie The resultant logical vector is used to
compress . The compressed vector y contains, as components, all the

affixes that might be factored by the arbitrary factoring algorithm

operating on & string of letters ending in the desinence V*i.
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If the dimension of y is zero (step 18), then no affix that is at
least as long as the desinence represented by V*i exists; and the deslnence
can be replaced only by an affix shorter than the desinence. The desinence
is factored by F in step 19 and the resulting affix is substituted for the
desinence in V*i,after which the process returns to step 13. This path can
be followed only once per V*i, since v(y) # 0 in etep 18 once the affix has

been substlituted for the desinence.

If the dimension of Y 1s not zero at step 18, then one or more affix,

that might be factored by the algorithm when operating on a word ending in
the desinence, has been found. The program transfers to step 20 and y is
left-adjoined to 22. In step 21, a vector, each of whose components is
V*i, and of the same dimension as y, is left-adjolned to yl.

The process of steps 12 to 21 1s repeated for every desinence in !*
until the reference matrix V has been completely generated.

4s an illustration of the entire process of producing a reference
matrix, a greatly simplified morphological typs with only three lexical
attributes, dative singular (Ds), prepositional singular (Ps), and
instrumental plural (Ip), will be considered. The range of desinences
corresponding to these morphological types will also be limited.

The step-by-step process is outlined in detail in Table 2-2 based on

the following set of definitions:
§ = [aM, am1, e, M],
(_1=[am,ahm,6s ne, M],

_ b.m = ‘;Dsa Ps, Ip]i




Other
Step Conditions Result
2 i=4
4 J=5
7 | 1=3,3=4 | ([Ps]<—[Ip]) =0, p=[0]
7 |1=3,3=3 | ([ps,Pg)<— [1p]) =0, p=T[0,0]
7 |i=3,§=2 | ([Ip]<—(Ip]) =1, p= [1,0,0]
7 i=3,3=1 (A< [IPJ) =0, p= [0:1:0:0-_]
: =3 v =[]
9 v = [1p]
7 i=22,§=1| p=[0,0,1,]]
9 1s2 v = [PeBg Ip |
7 i=1, j=1 » = [0,0,1,0]
9 1=1 v = [PEFefe Ip |
1 k=5
13 Z: 6
16 k=14, {= E = [gm, amr, ©; ue, m]
17 k=4 ("% = B) = [0,1,0,0,0], ¥* =[awr]
18 = [1p]
16 k=3,[=1 E?[M,M,e,?,nj
18 k=3 (E*i = _B_) = [0"1:0,0:1]
e R
16 k=2, ‘v/=1 E=[M,M:e:esm_—_]
18 k=2 (1% = ) = [0,0,1,1,0]
ne [ 2, 8 22
s s R R ]

Details i.n the Process of Producing a Reference Matrix

TABLE 2-2

2=13
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and for each deslnence,

‘-\n(m) = [Ip],

l\n(e) = [DB, PS];
um(n) = [Pa].

3« Dictionary Compilation ~

Every stem of an inflected word is stored as a separate dictionary
entry. BEvery dictionary entry will contain a list of the set of affixes
that can occur with the stem and the lexical attributes associated with each
affix. This information will be represented by a logical vector, the entry

function vector y, such that v(y) = v(¥). Every "1" in the entry function

vector will correspond to the affix - lexical attribute pair of the
ccrresponding column of the refersnce matrix. For instance, if a stem in

the morphological class of Table 2-2 had the affix "e" in the dative singuler,
"u" in the prepositional singular, and "am" in the instrumentel plural, then
the entry function vector of that stem y = [1,0,0,0,0,1,1].

The compilation of a set of entry function vectors Y. (there are k
stems in the paradigm of a word) will now be considered. The reference
matrix, the paradigm of the word, and an arbitrary factoring algoritha are
neceysary initially for the compilation.

The paradigm representation of an inflected word w, belonging to
class ¢, in morphological type t 1s denoted by the matrix [ where (i) = 2
(Fig. 2-3). All the relevant lexical attributes are listed in the first

colunn and all the members of the paradigm of the word are listed in the
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second column of the matrix. Bach row consists of a single member of the

paradigm and its assoclated lexical attribute.

The process for obtalning the entry funotion vectors for a

paradigm is desocribed in Program 2-2.

Ns aToM
Gs aToMn
As aToM
Ds aToMy
- Is aTOMOM
* Pa aTone
4 (E'XQM ) = Np aToM:t
Gp aToMon
Ap aToMH
Dp aToMaM
Ip aToMaN/
Pp aToMAX J

Paradigm Representation Matrix for _am,b.f
Fig. 2'3

‘-

Step 1 defines the paradigm representation, II , according to the
rules of the class ¢y to which the word w belongs. In step 2, the
arbitrary factoring algorithm F is applied to the second component of
each row of [1, each of these components being considered a vector. The
resulting logical tall vector is the corresponding component of the column
vector w. Figure 2=/ shows w for the paradigm representation of Fig. 2-39
using an arbitrary algorithm that factors the affixess M"om", man topyh,
ugh, nyt Bopit, Wamt, WaMuW, and "ax", among others.

The second component of each row of [I is compressed by the inverse
of the corresponding component of ) and the resultant components of T are
components of the.vector o in step 3. Each'component is a stem from the
paradigm representation Il ; thus, using the same example,

g= [a'r, aToM, &T, &T, GIOM, &TOM, aroM, 8TOM, ATOM, &TCM, &TOM, awom].
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) — 0« e (m)]
2 o < B(£/0°)
3 g, < [2%/(/0°)]
b e.‘-[£=#(2<”£)]/g
5 k <— v{p)t
6 k <— k| =
7 Y < A
8 Yo < [(pe =) 70]
9 J=——v(¥)
10 = <l
2 <
11 \I/J F_J) /\2?
12 ¥ <— [#¥e <—X) # 0]

Program for Gonstructing Entry Functlon Vectors
for an Inflected Word

Program 2-2

0011
00001
0011
00111
000011
%

w=F ( Dfsrou’]) = | 5000
000011
00001
000011
0000111
000011 ]

o

Logical Column Vector Resulting from the Factoring
of the Paradigm Representation of arom¥

Figl 2"4
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The veotor 7 1s mapped onto itself in step 4, resulting in a
permutation vector which, in turn, is compared with the identity
permutation vector ¥; in the case of,ggggf, the permutation vector
n=(1,2,1,1,2,2,2,2,2,2,2,2) is obtained. The resultant logical vector
is then used to compress ¢. The consequence of this operatlion is to
determine the vector p derived fromg by suppressing repeated components,
such that each distinct stem of p 1s a component of ¢, thus for ggggf,

p = [8T, arom].

The index k is inltialized in step 5 and decremented in step 6
for the iterative process that will create k dictionary entries from the
paradigm representation of w. |

In step 7, the vector Xy which will be the entry function vector
for the stem Pys is set to all zeros. The dimension of ¥, is the same
és the row dimension of the reference matrix for the type tm of the word
under consideration.

In step 8, the components of o are logically reduced by a vector,
each component of which is by The columns of LI are compressed by *“he
resultant logical vector, each remaining row of £1 becoming a column of V.
The resultant subpsradigm representation ¥ of w conteins all the inflected
forms of the paradigm representation that result in the stem Ple after being
factored by the arbiér&ry algorithm.

Oznce more consicering the paradigm represengation of gggyf, for

the stem "ar!,

A [ Ns 4s Ds
V(ar) =| arom arom aromyj,
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while for the stem "aToM",

[ Gs* Is Ps Np Gp Ap Dp Ip Pp ]

Y (aTou) = | aroma aToMOM ATOM® ATOMH ATOMOB 8TOMH STOMEM ATOMEMK BTOMAX

In step 9, the index j is initlalized and then decremented in step 10
. for an iterative process on every component of the second row of the subparadigm
representation matrix ¥ .

In step 11, the arbitrary factoring algorithm operates on the
inflected form q’i, which is regarded as a vector with letters as components.
The resultant logical vector then 1s used to compress Q’?, resulting in the
replacement of the inflected form by its affix. This process ls repeated for

every inflected form in !{2, such that, in the example,

¥ (ar) = [gg gﬁ g&y]

and

[Gs Is Ps Np Gp Ap Dp Ip Pp
:K(aTou) ={ aoM eH OBH aM aw

In step 12, every column of the reference matrix V is mapped onto
the columns of the subparadigm representation matrix ¥ . Thus for every
column in V that also exists‘in gf there will be a "1" in the corresponding
element of the loglcal vector I

4 technique for storing a mixed canonical stem and full psradigm
dictionary is suggested by the entry function vector. If, for a given word,
a mark were entered in some extra register to indicate that the word is to
be stored as a full paradigm, then the step g <— zl/lle could be substituted
for steps 2 and 3 of Program 2-2 and an entry for every distinct inflected.
form of a paradigm would be generated. With this technigue; the dictionary

look-up process which will be described in the next section would not have
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to be altered at all to look up words in the mixed stem and full paradigm

dictionary.

4e Analysis of Inflected Words

4n entry in the idealized dictlonary cen be looked up by using the
stem of the word as the key. Once a dictionary entry has been found, 1t
18 necessary to determine whether the affix factored from the text word
can ocour legitimately with the stem of the dictionary entry. If so, the
Yexical attributes (there may be more than one) of that affix are

displayed in a condensed logical vector, the reduced lexical atfribute

vector, of the dimension of ém'

Once a dictionary entry has been found, it is necessary only to
compare the affix of the text word with the list of all possible affixes
that is stored in the form of the entry function vector (Program 2-3). If
the affix of the text word corresponds with one or more affixes on the list,

the corresponding lexical attributes sre displayed.

1 — ;e—(aw_e_z‘_]nzl)axk
2 =o{zx) : O
1
3 A {2 # o} F—
e N

Program for Determining Compatibility of Dictionary Entry
snd Compressing Lexical Attributes for Text Word

Program 2-3
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The whole second row of the reference matrix v, of morphologlesl
type is logically reduced in step 1 by a vector each component of which
1s the affix o The resulting logical vector is interseoted with the
entry function vector Ty, which is stored in the dictionary entry. If the
resultant logical vector has only zero components, the dictlonary entry is
incompatible with the text word, that is, the word represented by the
dictionary entry is not the same word as the word encountered in the text.

If the dictionary entry is comgatible, the firet row of the reference
matrix is compressed by the logical vector r in step 2. The lexical
attribute vector ém is then mapped onto the compressed row of V. The
resultant logical vector is the reduced lexical attribute vector, lw'

As an example, the simplified reference matrix of Sec. 2 and the

subsequent entry function vector of Sec. 3 will be used:

[Ds Ds Ps Ps Ps Ps Ip
V=|le me e ue anmiu amm|,

¥, = [1,0,0,0,0,1,1].

If the affix "ue® is factored from & text word with a stem that results in

the look-up of the entry with the entry function vector Xy then the logical

reduction (awg =,E§) = [O,I,O,l,0,0,0J and the intersection will result in

V= [0,0,0,0,0,0,0] and the subsequent interpretation that the affix is

incompatible with the stem of that dictlonary entry. However, if the affix

"mor is factored, then (o € = ynzl) = [o,o,o,o,l,o,l], = [0,0,0,0,0,0,1],

ter which g/yi = [Ip], ,u[r/vl*-— ém] = [0,0,l], Z"w = [0,0,1], and the stem

a1

of the dictionary entry is compatible with the affix "awmm,
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5. Summary

The three programs described in this chapter constitute necessary
steps for the compilation and operation of an idealized stem dictionary.
Keeping in mind some constraints of practical data processing, the most
complex set of instructions has been used for the creation of the
reference matrices, a task that has to be performed relatively few times,
while the simplest set of instructions has been used in the operation of
the dictionary, the task that has to be performed most frequently.

Although the dictionary described above is idealized, it is
highly impracticel. The necessary operations for dictionary compilation
and for the analysis of dictionary entries are well defined, but *oo
many machine words are necessary to store the reference matrices and the
entry function vectors even on a binary machine where each bit is
individually accessible. Many more than 100 bits are needed for each
entry function vector, since a desinence often has more than one lexical
attribute, each of which is represented by a bit in y*, and the desinence
is often replaced by several affixes. To operate a practical stem
dictionary, it is necessary %o avoid using so much storage for each
dictionary entry. In the next chapter, where the Harvard Automatic
Dictionary will be described, several methods for reducing the storage

requirements will be pointed out.




CHAPTER 3

THE HARVARD AUTOMATIC DICTIONARY — AN OFERATING CANONICAL STEK DICT IONARY

1. TIntroduction

An automatic distionery is an essentlal component of an automatic
translator. A ocanonical stem dictionary, the Russian-to-English Harvard

Automatic Dictionary, hes been put into operation over the last four years

and 1s controlled by a comprehensive set of progrems and routines. Giullano
and-othersz’B’4 have described the solutions to many of the problems related
both to the compilation and modification of the dictionary file and to the
look=up of words in the dictlonary. The solutions to the remaining problema_
of word-by-word analysis are considersd in this chapter.

The look-up of words/” is effected by the Continuous Dictlonary Run,
a set of progrems which are executed continuously and in sequence (Fig. 3-1).
A Russian text is copied onto a megnetic tape in a format similar to the
original copy. The itemize program organizes the format of the input text,
placing each text word into an item of standard size. The affixes are
removed from the Russian words by the "inverse inflection algorithm® in the
split program, and the items are sorted into alphabetic order with the
reraining stem of the word as the primary key. Each stem 1s then looked up |
in the dictionary and a complete dictionary entry is substituted for every |
word in the text. &t this polnt, each word is analyzed morphologicelly and 1

the syntactic information thus obtained is inssrted into the dictionary 1ot

# Included in the defimitlon of a fext word or a word of g sentence will
be any punctuation mark, mathematical symbol, abbreviation, ete.
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HARVARD
STEM
DICTIONARY

UNiTYPED
RUSSIAN
TEXT

ITEMIZE

[

SPLIT
AFFIXES

{

ALPHABETIC
SORT

DICTIONARY
LOOK-~UP

i

AFFIX
ANALYSIS

——

REATTACH AFFIXES
TEXT ORDER SORT

HOMOGRAPH
DELETE

TRANSLITERATE

Fig © 3"‘1

AUGMENTYED
TEXT

Continuous Dictionary Run
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In the naxt program the affixes are reattached to the stems and the words
are sorted back into text order. Following this, "homographs" are deleted,
and in the last program the Russlan words ure transliterated to permit their
representation by Latin letters. The output of the Continuous Dictionary
Run is referred to as the "augmented text". The programs of the Continuous

Dictionary Run have been described by Jonas.5’6

The olassification scheme of Russian words and the lnverse inflection
algorithm, both of which were developed more than three years ago, are
discussed in the light of the experience gained in working with them since
that time (Sec. 2). A mapping oparation to correlate the classification
scheme with the inverse inflection algorithm is presented in Sec. 3.

The system devised to interpret false factoring (that is, the
factoring of a string of letters different from the expected affix) of
dictionary items by the inverse inflection algorithm (Sec. 4) and the system
devised to analyze the affixes of text words glven their dictlonary entries
(Sec. 5) are described in detail. An exemple of the output of the corre-
sponding programs is presented in Sez. 6.

Some statistics on the reliability of the Harvard Avtomatic
Dictionary are set forth in Sec. 7, while additional statistics for the

efficient operation of the analyzing programs ars introduced in Sec. 8.

2. Word Classification and the Inverse Inflection Algorithm

The output of the Continuous Dictionary Rur contains basically the
same grammetical information as the output of the ideslized dictionary;

however, the mode of operation of the program differs greatly from that of




wlliadiin dt Loy R

3~4

the idealized system. The various routines that comstitute the dictionary
compilation syatem and the Continuous Dictionary Run were written over a
time span of several years. In the more recent routines the possibility
of using new symbols and formats was often limited by those already adopted
during earlier periods of research. This has hed strong effects on the mode
of operation selected in these newer routines and hes imposed many apparently
arbitrary constraints on the astual experimental system.

Some of the earlier phases of dictionary research are discussed wlth
the aim of describing them in terms of the ldealized dictlonary ard of
polnting out changes that might be made should it become desirable to

reprogran the systenm.

4. Morphological Types and Their Classification

Before the description of the morphological types, Oettinger's
definition end notation for paradigms,7 which will be used in this chepter,
is given. A paredigm of a word is the full set of inflected forms of the
word. Usually there are twelve inflected forms in noun paradigms (Fig. 3-2).

4 reduced paradigm of a word is the set of distinet representations

(Fig. 3-3). Exemination of Fig. 3-2 and Fig. 3-3 points cut that thers is
only one distinct representation "crymenra" for ggxgeﬁrazs, and gg;genra?;,
and one distinet representation "crymemros* for chgenwonzé andt gggggggggab,

This multiple usage of distinct representations defines internal homography.

4 detailed description of the different types ot homography can be found in

Chap. 9 of Ref. 7.



oryaeR o_fygenm;p "orygenT" "oryAemTH"
og_s_rg_o_n_'x_'g*A‘a gggemogzp "crygeuTa ¥oTygeHTOB"
orygenréja ggzgonrdé*p “orynerry" Rorynorra"
gzgggggggs cwyxonra%;p ¥eryzerToM" Horynenrar”
ggzgggggg;g ovygoarauﬁ;p "eryzernTe” Yoryzermrax”
ggggggzgzs oryxenraxgﬁ

*
Reduced Paradigm of cryzenr
Fig . 3"3

*
Paradigm of oryzexr
Fig. 3-2

In the Harvard Automatic Dictionary inflected words have been
arbitrarily divided into three morphological types: nouns, edjectives,
and verbs. Each of these types was divided into a number of morphological
classes by llagasay.s’9 The morphological classes were kept as few in number
as possible to ease the burden of assiguning new words to these classes and
to eimplify the programs for inflecting these classes during the generation
of dictlonary entries. Because of this morphological description, it is
possible to find some nouns such es ggggggﬁ* belonging to an adjegtival
morphologicel class.

In the classification scheme for every noun, adjective, and verb
cless two important types of information are given (Fig. 3<4). The first
is & morphological description of the words that belong to the particular
cless, stressing the behavior of the word "tails" that can occur. In the
exemple shown, the class N2 conslsts of all nouns ending in "o#", "ali", and

"uit", a8 well as of some of the nouns ending in "ei". Secondly, for each
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CLASS |  EXAMPIES CLASS IDENTIFICATION
N2 cTpo¥ 4 class embraclng:
Jnauan
remuit 1. the nouns ending in o, a, u
Myael }+ i,
2. s8ome nouns ending in e

GENERATION RULES
Generated Forms with Specified

Generating Stem (GS) Generating Affixes

word — last letter. a. word f.GS + ¥
b GS+ A g + @B
C. + 0 h. + A
d. + eM i, + ;o
8. + e Jo + X

Definition and Description of Class N2
Figo 3"4

cless there is a generation ;ule specifying both how the generating stem is
formed (in the example, the word less the last letter) and which generating
affixes can be right-adjoined to the generating stem to form4the members of
the reduced paradigm of the word. The generating stem of a noun in class
N2 can end in "o", "a", "e", or "u", and, in addition, can have the generating
affixes "i", "a", "o", “em",6 "o" "u" "em" mgy" ey apd "ax" adjoined.
This list of generating affixes completes the description of this class of
noun.

Three types of word endings now haﬁe been introduced in this thesis.
Aldesinence'is-a word ending that has lexical significance but which cannot
be identified formally. 4n affix is a word ending approximating a desinence

‘that is factored formelly from a word by an appropriate algorithm. 4
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generating affix is an artificial word ending that 18 used to cumstruct the

reduced paradigm of a word from both its oanonical form and its olasa marker.

All the generating affixes of a olass might not be needed to define
a 8ingle paradigm. Several rolated paradigms are sometimes fused into a
single olass, or cumulative paredigm, as an alternative to maintaining
separate classes for dictionary compilation; thus, in class N4 the instru-
mental singular is “gemo#" or "ymme#i", but not "zameit or "ymmo#".

Matejka "L oliningted (1) some embiguities that had been deliber-
ately left in the morphological desoription of the grammatical functions,
and (2) the spurious forms, by separating the noun classes into finer
subdivisions. Every noun class was divided into animate and inanimate
categories, and these groups were further divided into us many as four
categories, although rarely into more than two.

For example, if nouns of class N1, such as ggggggg* (animate)
(Figs. 3=-2 and 3-3) and gggg* (inanimate) (Figs.'3-5 and 3-6) were not
subdivided into animate and insnimate categories, paradigmatic forms ending
in “#"1'ﬁould ell be eitner nominative singular or accusative singular, and
forme ending in "g" would &ll be elther acwisative singular or genitive

singular. The identification for crymewr and c¢Toa would be:

#* #*

“opygenr” would represen’: cryxemr Ns and cTynenTAﬁ,
3% 5.
iorygerra” would represent: CTYAGHTBAB and CTyneHmaGs,

* 3*
"opon® would represent: CTOX - and CTOHAS’

. a* #*
"orona¥ would represent: cToxB, and cronaas.

# The symbol "#" is used to represent the mull affix.



OTOJ!* OTOJIH* L] ] 4 ]
~n Ep oTOoX OTOJH
orox® oTOMH " " " )
— 1 ‘g oroJa O0TONOB
CTO!G* oTOXON " " ] U]

G ” 0TOXOR '(:p cToxy oToNaM
°‘!‘°W CTONEM " n " r

Ds bg CTOX0M OTOXBMI

* _
OTOJIOM CTOX8MHY W " " —
——1s = Ip croJe OTOXBX
O'I'OJIO* o'roxax*
=——Ps —=—1¥p
#* , *
Peradigm of crox Reduced Paradign of crox
Fig. 3-5 PFig. 3-6

Given Matejka's subdivielon, it is possible to reduce the multiple usages.
Animate nouns ending in "#' are nominative singular and inanimate nouns
onding in "a" ere genitive singular. With the division, the identification

for coryzerr and crox are:

"oryserr” represente: CTYASET Ha R
vorygenra® represents: aem'& and CTYA &:
nepoa® represents: pfi‘ogns end croxm,

*
g " 8: OTOJR, .
crona" represent OTOXS, .

For each of the three morphological types, Hatejka further constructed
a set of tebles which list the lexicael attributes for every desinence in
every class’ (Fig. 3-7).

The result of these efforts wes a complete definiticn of the para~
digms of Russian inflected words, including a table of lexical attribuies
for the different members of the peradign. Whereas Magessy and Hatejka

4 Brrors in the set of tables are listed im Appendix B.




N N2 N2

11, al 12
11 x Npdp | Np [ PshpAp
12 g Gs GsAs | Gs
13 » Ds Ds Ds
W # NeAs | Ns | NaAs
15 ea Gp | Opap | Gp
16 e Is Is Is
17 ax Pp Pp Pp
18 su Dp Dp Dp
19 mm Ip Ip Ip

S

Orammatical Specifications for Noun Paradigms of Class N2:
Inanimate, Type 1; Animate, Type 1; and Inanimste, Type 2 (Ref. 10)

Fig- 3_7
| A
| — e =
| —— e ' 2
(-)<] — M | = HX
oB — oM —_— X
——
) 66 - Y H
e % -
o8 =, é 0 { ero ~ 4 b {Tb
8 & oro # ———— Blilb
eTe - HIIb
\ ——nuws ——— ar » " y®
[ aum —_— T { BR
——— I — ur X
{ ——— B — ¥7 3#
ma L A as
—= | == (2
\
"
elt | ¥ { —— oMy
saih | oMy #Affixes subject to
:xg falss factoring

The Affixes of Ordsr One Generated by the Inverse
Inflsction Algorithm

Fig, 3-8
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stopped at this point, the information they ebtained could hawve been used
to generate sutomatically a matrix 11 (sec. 2.3) for every word paradigm
by first generating the complete paradigm instead of the reduced paradigm
and then storing the lexical attributes with each member of the complete
12,13

paradigm in the paradigm generating routines. The grammatical speci-

tications, as illustrated in Fig. 3-7, are a graphical representation of

the 9ot of vectors of lexical attributes for each desinence gm(x) (Sec, 2.2).

B. The Inverse Inflection Algorithm

Oettinger's inverse inflection algorithm is the arbitrary

factoring algoritlm currently used to factor‘affixes for dictionary compi-
lation and for the Continuous Dictionary Run. This algorithm provides a
two~step process for factoring affixes from Russian words. As a first step,
one of three affixes, "#" (null affix), “ew", and "ea", is recognized. These

affixes are referred to as affixes of order zero and generally describe the

reflexive and reciprocal properties of iussian verbal forms. As a second
step ave recognized fifty-seven affixes (Fig. 3-8) that are referred to as

affixes of order one. These affixes closely coincide with the desinences

of Russian words., Every Russian word has an éffix of order zerc and an affix
of order one. If nothing is factored, then the ~ffix "" is assigned to the
word, ’

The inverse inflection algorithm operates efficiently on noun and
adjective paradigms, which usually require only one stem entry in the
dictionary. The factorization of affixes in verb paradigms is less efficient
than the factorization_of affixes in noun and adjective paradigms, and

generally three or four stems are required to define a paradigm completely.
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To separate the grammatiocal functions of the stems, more extensive
soding of the verb entries than of the noun and adjective entries has proved
nsoes2ary (eee Sec. 3). The inclusiop of six more effixes wouid reduse the
mmber of vorb stems significantly (Table 3-1). The suggested affixes are
WproM, WireM, Wx", Fxa¥, "zo®, and "m". Whon only the most populous verb
classes, V1, V3, and V4, were cousidered, a rough estimate of the sffeot of
the inclusion of these affixes indicated that the dictionary would be reduced
in size by about 5}6 with a potentially great aimp]ificdtion in the coding
of the verb entries. It appears upon only superficial examination that this
addition would not add much to the problem of false factoring (Sec. 3B).

As an example, in the paradigm of ocmna'rb*, vhich is in class V3, five stems

are gonerated: ‘"ocmoma®, "ocH", "oomy" , "ocwomaa®, and "oomyir" (Fig. 3-9).

Mumber Humber Namber Bumber
of of of of

Stens Stens Stens Stems
Class 014 Hew Class 014 New Cless 014 Hew Cless 0ld New
V1 L 2 V5.1 3 2 ve.2 Lo 4 Vi3 5 4
72 3 2 ¥5.2 3 2 9 5 4 V14 5 3
V2.0lL 4 2 V5.3 5 3 ¥9.1 L 3 V15 b 2
V3 5 3 V5.4 3 2 VY10 3 2 V15.1 4 3
1/ 3 2 V5.1 3 2 V10.01 3 2 V5.2 4 2
V.01 4 2 V6 L 2 Vin.l 4 3 V16 6 6
V.02 5 3 v6.1 5 3 V0.2 3 2 V17 4 3
Y.l 4 3 V6.2 5 3 Vi0.3 3 2 vig T 5
V.11 5 3 L 5 4 V0.4 4 3 vi9 4L 3
V4e2 3 2 V8 4 3 Y1l 5 4 v20 L 3
V4.2l 4 2 V8.1 b4 Vii.l 3 2 721 7 5
75 4L 2 v8.11 5 5§ vi2 5 3

The Reduction in the umber of Verb Stems per Clasg if Affixss

Wepe¥ , PHreY , "%, Yaa®, "no", and "mm® were Included
in £he Inverse Inflection Algorithm

TABLE 3-1
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"oomoBa~Th" "ooropan-a’” "ocropa-Th" "oomopa-nat
"oor-yn" "o omoRa-o" "o cR-yo" "o omoBa-noM
"o Ry ~amb" “ocmoBay-x* Yo omy -emp" "o croBa~H"
“oomy-e1" ¥o omy =" "ocry~eT" "o oRy -
"ooHy-eu® "ocnylr-o" 0 oxy -ou" "oomny-itre!
"oony~aTe" "o omy-a" "ocry-e1e" L) Om'-ﬂ"

"o cHy -ior" "ooroBa~-BY "o cry -wr" Yocxona~-s!
Yocmopay-it "ocmoBa-Bmx" "ocﬂoéaqn" "o 01088 -im1"

%
Reduced Paradigm of OCHOBATL
Using the Suggested Modified
Inverss Inflection Algorithm

Figo 3-10

Reduced Paradigm of‘ocnosarb*
Using the Inverse Inflection Algorithm

Fig. 3-9

If the suggested affixes were factored, only three stems would remain:

"ocmopa", "ocm", and "ocmy® (Fig. 3-10).

3. Mapping of Desinences Onto Affixes

It is convenient to determlne the lexical attributes assoclated with
each of the s;t of affixes for each class of words before the programs
(Sec. 5) which analyze the words are considered. As in the case of the
idealized dlctionary (Sec. 2Z.2), Matejka's tables of lexical attributes ure
given in terms of desinemces rather than of affixes, and 1t is necesesry
to map the set of desimences onto the set of .affixes in order to determine
the relationship between the affixes and the lexical attributes.

The procedure that is followed approximates the procedure of

obtaining ¥V from‘E* in the idealized dictionary,--in particular, steps 10
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to 21 in Program 2-1. The teshnique varies from that used in Program 2-1,
sincs the information avallable as input is somewhat different from the
idealized case.

Several approaches other than the one to be followed could be used
to obtain the "affix-lexical attribute®relationships. One that was mentioned
in Sec. 2 congists of modifying the paradigm inflection routines, so that
complete paradigms rather than reduced paredigms are generated. The lexisal
attributes are assoclated immediately with the generating affixes of the
members of the paradigm rather than with the desinensces. Although con-
ceptually simple, this approach would involve axtensive recoding of present
programs.

4 second possible approach is suggested by the idealized dictionary.
It was pointed out in the summary of Chep. 2 that a major defect of the
1dealized dictlonary was the amount of storage space required. The main
difficulty is the fact that each desinence maps onto so many affixes thab
the entry function vectors, which are stored in each dictionary entry, require
hundreds of bits. Sing’e, for a given class of words, most of these bits
are never used, a practical solution would bs fo increase the mumber of
reference mafrices, so that thers is a reference matrix for each of Magessy's .
morphological classes. The mumber of columns in esach matrix would be
drasticelly reduced, since only a small numbsr of the affixes, approximately
twenty, would be used within any one classs. Thus, the entry function vectors
would be correspondingly reduced, and the simple identifying procedurs of
Program 2-3 could be used with oaly slight mu:ificationf This =clution

fThia approach was suggested by D. W. Davies of the Hational Physical
Laboratory, Teddington, England, during his visit to Cambridge, Mase.
in Devexber, 1959.
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would not be practical on the Univac I, the computer currently being used
at Harvard University, since this computer is not a binary machine and the
individual bits are not accessible to the programmer. It would bs ludiocrous
to simulate & binary machine by using a charaster position to represent a

single bit.
In the scheme to be desoribsd in this section, it is a mcot question

whother the desimences or the generating affixes are being mapped onto the
affixes. The actual process involves both, since on the one hand the
generating affixes will be manipulated to determine the affixes, but on
the other hend the lexical attributes which are assoclated with the
desinences will be assigned to the generating effixes.

This section hes been divided into two parts, the first dealing
with the rapping technique (Sec. 3A) and the second dealing with the problems

that evolved from the adopted procedure as well es with their solution

(Sec. 3B).

4. Correlation of Generating Affixes and Affixes

The genmerating affixes are mapped onto the affixes for each of
Hagassy's morphological classes. ILater the lexical attributes associated
with the desinences will be assocliated with the gensrating affix@s? This
information, together with the results of the mapping cperation, will
determine the program for a logical tree for each morphological type. One
of these trees will be scanned every time a dictionary entry is analyzed
(see Sec. 5). Although the programming for a tree is more complex than thab
“for Progrem 2-3, the time needed for analysis will be of the same order.of
magnitude, since only & minute sectlon of the tres will be scanned during

the analysis of any glven word.
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The tachnique for mapping Magassy's generating afflixes onto the
affixes defined by the inverse inflection algorithm is shown ir Program 3-1
for & generating affix g in a olass o of one of the three morphological
typos. This technique can be used with any system of moxphological classes
and eny faotoring algorithm. A vector a is used (not nsvessarily the g of
Chap. 2), aash of whose components is an affix factored by the inverse
inflection algorithm, and which incl:ides every affix once and only once,

the order of the components being immaterial.

Symbol Function

g Generating affix being mapped

0 Column vectors

(_bc)j‘ A possible ending of the generating stem in word class ¢
F(x) Inverse inflection algorithm on word x

6 AMfixes onto which g can be mapped

Definition of Symbols

TABIE 3-2
1l — IE < g
2 Ee - \(Qc)e’ i'y(g), IE\
3 Xe = [F(g )/_6]
i 8 —{a—o7o/s [—

~

Program for the Mapping of Generating Affixes onto Affixes
Program 3-1
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Every conponent of a column veotor X is defined in step 1 as the
generating affix g that is being correlated. This vector is adjoined to
the column vector po in step 2, where each component of pc represents one
of the possible endings of the generating stem from Magassy's tables in
olass 6. (Dashes have bsen used in the representation of bc’ since 1t might
be necessary to know more than the last letter in each component.) The
offect of this operation 1s to attech the generating affix to each possible
genarating stem.

For class N2 (Figs. 3=4 and 3-7) sand gemerating affix "g",

fa ~=-as
I = = s - Q5
2 o
. C-=on

In step 3, every component of £ is considered a vector and is factored
by the inverse inflection algorithm F, and the resulting logical vector is
used to compress the component itself. Every compressed component is con-
sidered as a component of the row vaector x. The affix vector g is mapped
onto x in step 4, and the resultant vector is used to reduce g, giving a
vecisr §, each of whose components 18 one of the affixes that correlates

with the generating affix g. In the same exampls,

~==]1
F(gf) e L:::g% , X°= [an,n,s.g] and Q - [an,s] .
===01

The results of the mapping operation are shown in Appendix G.
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B. False Factoring

The factoring algorithm, under certain conditions, can factor part
of a stem with the desinence to obtain the factored affix. The residue of
the word, the factored stem, will be shorter (will contain fewer charecters)
than the factored stem of another member of the same paradigm where this
phenomenon dces not take placs. In such oases the canonical stem is not
unigue. In the example of Ssc. 2.3, "arome" will bs factored into the
stem "aTou" end the affix "e" while "aroMy" will be factored into the stem
"ar" and the affix "omy". Likewise, if the factoring algorithm cannot
factor the entire desinenecs, a factered stem can be longer than the normsl
factored stem of e paradigm. For example, while "ocmy#" is factored into
"ocry" and "#", "oomylire" .is factored into "ocmyiir" and "e" (Fig. 3-9).
Both extra long and extra short stems, which will be referred to as
anomglous stems, exist in the Harvard Automatic Dictionary.

Anomalous stems are a natural consequence of factoring even im the
idealized dictionary, since lndependent of coded syntactical iufermation,
it is impossible to write a factoring algorithm that will recognize whether
or not a string of letters represents soms dasinenecs. In the case of the
1dealized stem dictionary,'an extra dictionary entry is gensrated with its
own entry function vector, whensver an esncmalous stem occurs. Similarly,
in the Hervard #utomatic Dictionary each ancmalous stem gemerates its owm
éictionary entry. The difficulty lies in the fact that, prior to this work,
there was no information in the expsrimental dictionary equivelent te the
eutry function vector to indicate that a stem is anomalous. This lack of

information was the cause for an excessive number of stem homographs. Since
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many of these homographs from the experimentel dictlonary do not appear as
homographs in the idealized dictionary, they are nonessential homographs
in the experimental dictionary.

An exanmple of the nonessential stem homography in the experimental
dictionary is shown by the reduced paradigms of two Russian nouns, ﬂ* and
pamora (Figs. 3-11 and 3-12). The string "samor® from the pavadignm of

pamora is factored into the stem "sex” and the affix ™o by the inverse

inflection algorithm. This stem is identicel =ith the stem of 38_:7_1*.
Therefore, any time that either any member of the reduced paradigm of _1_395*
or the paradigmatic form "mamor" appears in a teﬁ, both dictio;zary entries
with the stem "paxn" are selected. In the idealized dictionary different
affixes would be represented in the two entry funmction vectors, so that one
of the dictlonary entries would always be incompatible.

Another problem occurs in the paradigm of _gg'gg* (Fig. 3-13). Two
distinct stems are factored in this paradigm, and the affix "ou" can be
assoclated with both of them. The affix Y"ou" is factored both from the

string "arou" and from the string “aromom™. It is therefore necessary to

Wpa—it Ypasen™ e AT -8 Y "gamor-oith
"pay-a*¥  “pag-oB" *BasmoT~H" "Baj-r"
"Ban-y"  "man-s® by Bl " Bamer-an”
"pr-oM®  VBan-281” "Bamr-y" " BaOT ~auE "
"pag-e®  *paj-ax" "pamer-0#"  "mamor-sx”
Reduced Paradigm of pax Beduced Paradign of samma

Fige 3=11 Fig. 3-12
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"ar-oM" "aroM~s1"
®aToM-a" "arou-on"
"ar-oMy" "arou-am"
YaroM-ou"™ Warou~-aaoe"
P L "aroM.-ax™

*
Reduced Paredigm of &TOM
Fig . 3"13

bs able to determine when the affix "oM" should be the resultant affix of

—-

the deainenas "om" and when it should be the resultant affix of the desinence

". This is an example of the grtificlal affix homograph. This type of

homograph is also nonessential, since in the idealized dictionary the
appropriate lexical attiribute would be listed with the affix in both cases.

43 is shown in Appendix C, every effix appearing in the fourth column
is the result of a factoring that produced an anomalous stem; for instance,
in the paradigm of gggggg* (class N4) only the form "samr" is factored
into én anomalous stem.

- The following is a discussion of the various operations that have
been adopted to patch the experimental dictlonary so that its output should
bo identical with the output of the idealized dictionary.

Fhen a single affix is associated with an anomalous stem, the entry
function vector b for the enomalous stem contains only one %1%, It 18 a
éimpla matter to put a mark somewhere in the existing dietionary entry to
indicate that the item should be treated as a fully inflected item. Then
the affix of the text word whose stem matches the stem of the dictionary

entry should be compared with the single affix storsd in the dictionary.

’
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Giulianol already adopted such a technique with respect to stems with zero
or one letter to reduce homography. If the experimental dictlonary affix

is not identical with the affix of the text word when the special mark is

present, then the dictionary entry is incompatible, that is, it i1s not the
one belng sought.

It should be pointed out that during dictionary compilation in the
exporimental system, when the inflected forms are generated from the
canonloal forms, they ars generaied in the order given in the reproduction
of Magussy's table in Ref. 7, as illustrated in Fig. 3-4. When these para-
digms are condensed by a later routine, the affix from the first form
encountered with a given stem is stored in the dictionary. It is indeed
fortunate that the affix normally stored wiﬁh the generating stem never
cauges confusion with the affixes thet form anomelous stems. In particular,
it is fortunate that the form "aromoM™ is not the first form with the stem
"arou" that 1s generated, since if it were, the affix "om" would be stored
in the dietionary entry of "arou", while "oM" is already stored with the
dictionary entry of “er", originating from the form "arom™. If "aromom" were
the first generated form with the stem "aroM", and "aroM" were the first
goenorated form with the stem "ar", then there would be no antomatic way of
distinguishing that the latter stem is the anomalous one.

There remains a small group of noun paradigms, such as that of_gggy%,
which requires special treatment bscause there is more than one affix associ-
ated with sn anomelous stem; for zample, both "om® and "omy" are factored,
leaving the stem "ar™. Since there is ne coding present in the experimental
dictionary entry to.distinguish the different inflected forms, and since

fortunately there sppesr to be never more than two affixes asscciated with
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an anomalous stem, an extra dictionary entry can be generated) and each of

the two anomalous stem inflected forms can be treated as a fully inflected

item, thereby inoreasing the size of the dictionary by only 0.5% This

inoresse would not ocour in the idealized dictionery, because the entry of

the stem "ar" would contain all the necesiary information abou'p both affixes.
Anong the verb paradigms in the experimental dictionary there are

meny more anomalous stems, owing to a large number of verb desinences that

are not factored by the inverse inflection algorithm. If the paradigm of

#
DOZXoEuTh 18 used as an example, four unique stems are generated: ‘“mogxog",

"nogxozu", "mogxopmn", and "moaxox". These stems have seven, three, four,

and one affixes assoclated with them, rsspectively (Fig. 3-14). Only in the
stem "mogxox" did it seem practical to mark the stem i3 the noun and adjec-
tive ancmalous stems were marked, since so many affixes are associated with

the other stems. If the same system were adopted with the other stems, the

"0 A% M ~TD (BO) imoxxoumn-#"  (B3) |
"OgXO K=y (B1) "nopxozun-a"  (B3)
o0 —yas! (B1) "mogxogmia-o"  (B3)
"roxxox e (1) "mogxogma-u"  (B3)
"no;;xd;r,-fmd“ (1) "oAXOZ 1" (B4)
"no;:gxcx-;ui'e“ (B1) "IoxXOA-A" (B5)
e (1) "mgxogn-a"  (B6)
"nogxozu-pme® (BE6)

Reduced Paradigm of TIOLXOIHT B E

ﬁith Associated Tense and ¥ood Indicators
Fig. 3-14
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size of the dictionary would increase Ly an intolerable amount, thus dsfeating
the main advantage of a stem dictinnary over a full paradigm dictlonary.

The problem has not become acute singe, when the dictionary was being
compiled, it was recognized thdt the multiplicity of stems occurring in every
verb paradigm would cause stem homographs. A coding scheme, the tense and
mood ipdicators, was incorporated into the dictionary entries to identify

the grammatical functions that the stem and any of ite affixes could assume
(Table 3-3). The correct coding associated with the inflected forms in
Fig. 3-14 hes been placed in parentheses next to each inflected form. The
coding, as it would appear in the third semiorganized word for each stem,

is shown in Fig. 3-15.

BO = infinitive

Bl - present indicative
B2 — future indicative
B3 = past indicative
B4 — imperative

B5 = past gerund

B6 - present gerund

Tense and Mood Indicaters in the Third
Semiorganized Word of Verb Entries

T4BIE 3-=3

“rogxon® BIB4BS
“mogxozE® BOB6
"mogxozma® B3

"nogxos" Bl

Tense end Hood Coding in the Third samigrgaaizad
Hord for the Stems of mogxomurn

Fig ° 3"15
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As an oxample of how the tense aund mood coding helps in aualysis,

*
consider the redused paradigm of ths noun mogxox (Fig. 3-16). Stem

[ "nogxon—#" "Dogxop -H"
"nopxox-at "mogxox-oB"
"mogxox-y" "mogxoz -au”
"mogxon-oM® "roaxon—-anos"
"moaxon—~e" "moxxox —-ax"

Reduced Paradign of mogxox
Fig. 3-16

homography exists with the stem "mogxox", which is common to both the noun
and verb paradigms. There is no essential homography in the experimental
dictionary, since all the affixes assoclated with the two stems "mozgxoz" in
the two paradigms are different. For example, if the string "mogxoga" ocours
as a text ﬁord, both stems "mogxoz® will be seleectsed during dictlonary
look-up. The affix "a" in class V4 represents the single grammatical function
past indicative, but the past indicative cannot be essociated with the werb
stem "mogxox", as shown by the fact that there is no "B3" coded in its third
semiorganized word. Therefore "moxxoz® cannot be an inflected form of the
verb paradigm. However, since the string contains an affix that can belong

#
to the paradigm of the noun mogxox , the string can be correctly identified

as a nona.

In the idealized dictlonary the special coding would not bs necessary,
singe the lexital attributes would be representsd ir the reference matrix

and the entry function vector.
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4. The Anonalous Stem Program

Anomalous stems are détacted and marked automatically in the experi-
mental dictionary, so that the analyzing programs (see Sez. 5) can recognize
that only the single affix that is stored in the dictionary entry is associ-
ated with the stem. This serves two distinct purposes: (1) The affix stored
in a masrked dictionary entry is compared with the affix of the text word.

If they do not match, the dictionary item is incompatible. (2) The mark
indicates that the affix stored in the dictionary was caused by false
factoring.

The anomalous stem program has three outputs: (1) a tepe containing
all the input items with en appropriate mark in the anomalous stem ltems,

(2) a list of potential dictionary entries generated by the program -
(Sec. 4A), and (3) a 1list of poteatial dictionary entries which must be
studied further (Sec. 4B).

Every dictionary entry is stored as a 30-word item,l a size chosen
both to be compatible with the block transfer operations (60 words at a time)
of the Univaec I and to have sufficient space available to store the necessary
syntactic and lexiqal information and various forms of experimental markings.
Since the morphological and syntactic informatlon is contained in fewer than
ten of these machine words, it has bsen feasible to compress the information
of immediate interest into 10-word items, which will be referred to as

texthadic items.'910

An analyzed 30-word item and the condensed texthedic
item are illustrated in Fig. 3-17. The columnar layout of the texthadic,
with reference to “ne 30-word item, is listed in Table 3-4. The anomalous

stem program will be described in terms of the 30-word item.
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Coluan i — First Bnglish equivalent from dictionary. (Word 5)

Column 2 = Class merker. (From Werd 3)

Coluzn 3 = Russian word transliterated with affix attached. (Words 0-2)
Column 4 = Text serial number. (From Word 4)

Column 5 — Organized word. (Word 26)

Column 6 = First word of interpreted information. (Word 24)

Column 7 ~ Second word of interpreted information. (Word 27)

Column 8 ~ Thixd semiorganized word. (Word 29)

Column 9 — Diciionary serial number. (Word 25)

Columnar Layout of Texthadlc with References to 30-word Item
TABIE 3«4

Only the first English correspondent from the 30-word dictionary
item 18 transferred to the 10-word texthadic item. This correspondent has
little significance in the translations of the examples that will be given
throughout this thesis. The purpose of including the single corrsspondent
in the texthadic items is to help the reader who has no knowledge of Ruesian
to identify individual Russian words.

The pregrem haes bsen designed with two purposes in mind, first, teo
update the entire experimental dictionary when a chenge 18 made in the word
enalyzer program and, sscond, to process new items before they are mergad
into the existing experimentel dictionary. It should be stressed once move
that this program —ould not be necessary in the idealized dictionary, sincs
the necessary markings exist in the reference matrix end the entry fumction

veetor.
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A. The Identification of Anomalous Stems

Russian words are considered to be divided into six morphological
types (Table 3-5), with a distinct format for the representation of the
grammatical properties of each type. These six types are repreaented’ﬁy
appropriate alphabetic syﬁbols in character position 1 of word 3 of the

30-word item as shown in Table 3-5.

(1) Noun (N)

(2) Adjective (4)
(3) Verb (V)

(4) Pronoun (P)

(5) Numeral (D) .

(6) Indecﬁnable (1)

Morphological Types in the Harvard Automatic Dictionary
TABIE 3-5
The program oxemines the class marker and affix of every 30-word

item. The logic of the progrem 1s expresssd in a tree. The program branches
initially on the three productive morphological types, the noun, adjective,
and ‘'verb. The secondary branch for esch type is on the various classes amoﬁg
vhich anomelous stems can occur. The third and last branch is on the affixes
that are factored with anomalous stems. One of these affixes is stored in
the dlctionary during compilation. The classes emong which anomalous stems
occur can be identified easily, since they are the classes with affixes 1n
the fourth column of the tabls of A4pperdix C. A complete list of these

affixes from Appendix C is shown in Table 3-6.

y



3-28

Class Affixes Class Affixes
BM &T B 6B M aM aT 8x B 6B
= @T MM MT OB OM 3 ero eul eyl o2 ere?
VT EM DOT A AT s %13 ured ix OB
M BIM oro ou4 oy? yT mu
A5 o I HX KT sM AT fX
A8 ax X HX X N8.1 oM
N (a chb ¢8 N8.1 oM M
Nl( &l av ar B 6B emt N10 g nel wil
euyl o1 ere? ¥ ur3 N1l el b0
wreS ob ot onyt yr N1l.1 it B
M BT AM AT N1l.2 B0
Nl.1l ax MX HX fX V (any) 6
N1.2 @B eM eT OB OM V1 aa as
N2 an ool el ne2 il V3 yo
oe3 of3 Vi aMi as M1 Y Yo
N2.1 el Lo MM SN
N3 eTe UT6 Tb V4.01 y
N3.05 Th V4.02 4a elt oit yw
N4 am ar B 68 eml V4.l y
emyl or2 ere? i nrd V4.11 y
nreS oB oud omy4 yr V5.2 aNsr M4 B S
EM 0T fM AT V5.3 ea et wit off yp
N4.05 oM 3170
N4..06 oM V6.1 ol
N4.1 B AX MX 5X AX V6.2 aMu YNSL BN STMM
N5 amu eTe MYl MT@ Tb V10.1 ot
BMI MK V10.4 2174
V12 as
Vi3 8l b
N5.05 an eel eitl 0e2 oit2 V1, ol
yo ned uitd ag V15 yo
N5.2 aiil ppl V18 au
‘N503 ui Bl '
N6 Th
N6.1 6lb VI
N7 74

_ Affixes Marked by Anomalcus Stem Program
(Superscripts denote automatically generated pairs.)

TABIE 3-6
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A 30-word item containing an anomalous stem is marked with a "1" in
charaotsr position 12 of the organized woard, word 26 of the 30-word item.

If the program finds that the 30-word item has two affixes associated with
the stem, as in "ap-ou®, it automatically generates the second member -of the
pair, in this case "ar-omy", on a separate tape. 4 "1" is inserted into
cheracter position 12 of the organized word, an "M" is inserted into charac-
ter position 4 of word 4 to identify the source of sush an entry, and if
there is an "F* in character position 7 of word 3, indlcating that this is

a canonicel form, that is, the form from which the word was genorated, the
“F# is deleted. This output then can be inserted with other new entries
into the diotlionary in a single pass.

To facilitate changes in the program, any previous 1" in character
position 12 of word 26 that was inserted by previous versions of this routine
is erased. This mekes it possible to update the dictionary quickly if the
progrem has to be altered.

When the Harvard Automstic Dictionary was firet modified by this
program in November 1959, only 89 blbcks due to anomalous stems with two

affixes had to be added to the 15,000 blocks which existed at the time.

B. Exeeptions

Among the verb paradigms that have bsen assigned to classes V4,
V4.01, V6.2, and V8, there exist several where the desinences "»" or """
are factored together with part of a stem ending in "o, as with “cBe-ca", |
an imperative form of the verb cmecurb . The inverse inflsction algoirithm
factors an affix of order zero and then possibly an affix of order one. In !

the gbove example the stem 1s"cm", the affix of order one is "e", and the
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affix of order gero is "on". Thess verbal fornms must be identified, so that
they will not be analyzed as ordinary reflexive forma.

Because of the large number of reflexive verbs, it is too muoh of
a burden for the anomelous stem program to identify automatiocally these rare
nonreflexive inflected forms. A special policing subroutine of the anomalous'
stem progrem prints out on the third output tape of the program all the
stems in these oclasses that end in "o". These stems then can be inspected
visually, and a "2" can be inserted into character position 12 of the
organized word of those 30-word items which contain such a special anomalous
stem. For example, if the paradigm of oBeOUTE (Fig. 3-18) is consldered,
only the stem "omec" oan be identified swtomatically. Once the stem "omec”
is found, the entire parsdigm can be studied, and the appropriate anomalous
stem "cB" marked. .

One other potential problem is treated by this policlng subroutine.
The generating stems of the verbs in class V7 wers not defined in sufficlent

"oB9CK-TH" “opecyi-a"
" cpom~y " "opecHI~o"
" opeC~ymb" %ecBecH-1"
YeBeG-KT ™ RoR~§-0B"
fopeC~-au" "eB=g~oa"
Mepoc-ure® "cpecu~-BY
"opec-ar! ¥ cBeCcK~BEL"
fopecuHn-#" "epecrr~a"

Reduced Paradigm of caec'm'b*

Figo 3"1.8
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detail by Magassy to determine the affixes that might be factored from the

form oontaining the null gemerating affix (Fig. 3-19). The canonical form

CLASS EXAMPIES CLASS IDENTIFICATION
v LOPSEYTH 4 olags embracing the verbs:
BOSENKKYTh
1. ending in myTs;
2+ looing my in the masouline

pest tense forms.

GENERATION RULES

Generating Stem (GS)

Generated Forms with Specified

Generating Affixes

word = last four letters.

a.
b.
cs
d.
8.
£
ge
he
i.

word jJ.GS + ;o

GS + my k. + I
+ Holb A + M
+ HeY me +  EMTO
+ HeM Ro + Mb
+ neTe 0. + HBTO
toRyT p. t+ uyB
+ # q. +  HyBmM
+ na T + I

Fig . 3“19

Definition and Description of Class V7

of every new verb in class V7 is also printed out, making it possible to

identify a verb where an affix other than the mull affix would be factoied

from a etem with a null desinence.

Such & form, which is an anomalous stem,

is elso marked with a "2% in character position 12 of the organized word.

When the dictionary of approximately 30,000 entrles was initially

scanned with this policing program, only seven entries had to be marksd with

a 2" in character positlon 12 of word 26. MNome of the seven entries was

in class V7.

IO [
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5. The Word Analyszer Programs.

Three machine programe have bsen written to interpret the affixes
of nouns, adjectives, and verbs (the noun analymer, adjective analyzer, and
verb analyzer, respectively). The nomproductive clessea of words, those in
which there is a limited and known mumber of words, such as pronouns and
numerals, ars processed by the adjostive enalyzer. Three separate programs
were written only because of the restrictive size of the internal memory of
the Unlvas I. Conceptually, the three programs are a single comprehensive
program.

Since look-up requires a distinot run preceding the three affix
interpreting programs, it is necessary under present conditions to copy
every item found in the dictionary onto an output tape, even though it 1s
known that about 20% of the items will be eventually rejected during the
homograph deletion phese (Fig. 3-1). These extra items heve to be processed
several“times before they are eliminated: in dictionary look-up, in the
three analyzer passes, in sorting back to text order, and finally in deleting
homographs. By far the most time-consuming of these passes 1s the sorting
run. B

If a larger internal memory were available, the present decomposition
into many separate programs would not be nscessary. The 30-word items could
be analyzed st the same time as they were being looked up in the dictionsry.
In ths event that a homographic set were looked up, oniy the correct membsr
or members of the set would be kept. If all the members of the set were
Incompatible, an artificial 30-word item could immediately be generated to

indicate that fact. Conceptually, therefore, dictiomery lock-up, the
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analyzing runs, and the homograph delete run could be oarried‘out in a single
pass, and indsed this is possible or any of the several machines now
avallable with a larger memory than that of the Maivac I.

The three affix analyzer progrems have bsen made as uniform ae
possible. The same symbols have bsen used in the three flgy charts to
desoribe the actions of each program (Appendix D). The grammatical functions,
as determined on a word-by-word basis, are stored in words 24 and 27 of the
augmented texts (Fig. 3-17). The arrangement of grammatical information
for nouns, adjectives, and verbs will be given in Tables 3-7 to 3-9. The
format for pronouns has been described by Hatejka17 and Coppinger,18 and
the format for numerals by Hagaesy.l9 uatejkazo has 1llustrated the format
for prepositions, one of the classes of indeclinable words.

If a 30-word item is found to be incompatible, that is, the stem
and affix of the text word do not correspond to the dictionary entry that
was found by stem comparison, this is indicated by the same set of marks by
all three analyzer programs. In terms of the idealized stem dictionary, an
incompatible item wonld be one whose reduced lexical attribute vector is
all zeroa. An example of an incompatible item was shown in the last eiample
of Sac. 3 of this chapter: '"moaxoze" is identified by the mood and tense
coding as not being an inflected form of a verb paradigm. To elimivate such
8 30-word item from further consideration in syntactic analysis, the gymbol
WINCCMPAT A" is put into word 24. )

Several other similar symbols are used. Since en indeclinable word
hag o one member paradigm, an indeclinable item is incompatible if the affix
stored in the dictionary is not identical with the affix of the text word.

The symbol "INCCRMPAT I¥ is used to dsnote this conditiéﬂ? Adjectives and
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vorbs are tested for voice (affixes of order zero). If the voice coding is
inconsisteat with the affix of order zero, then the symbol "INCCMPAT R" is

placed in word 24. Lastly, the symbol WINCOMPAT Z" is placed into word 24

if the item belongs to a class that cannot be enalyzed automatiocally and is
Indicated by a class marker grester than 75.

It should be notad that "INGOMPAT A" is of a higher priority tham
"INCOMPAT R"; that is, if an item 1s incompatible in the sense of both the
symbols "INCOMPAT A" and "INCG(PAT R", the former symbol is placed in word
2. 4&n itom with a class marker greater than 75 can be marked "DINCOMPAT A"
instead of "INCOMPAT 2" only if the affix of the word does not correspond
to any of the affixes tested for in the various analyzer programs. (Ses
the descriptions of the individual programs.) This priority exists because
the affixes are checked first by the analyzer programs.

Since the three analyzer programs exist at present as separaiw
programs in the Continuous Dictionary Rum, they will be discussed
irdividually.

A. Noun Analyzer Program

The noun analyzer program analyzes only noun morphological types,
whose formal definition is given by the letter “N® in character position 1
of word 3 of a 30-word item. 411 other items on an input tepe are copied
directly without modification.
The logic of the program is expressed in a tres structure (Flow Chart
1 of Appsndix D). The first branching within the tree is determined by thse
affix of the noun. The fastest way of recognizing the affix is to compare

the affix of the text word with a complete list of affixes that cen occur
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logitimately in the various noun classes. To reduge the time spent im this
search, the list has besn ordered so that the most frequently oscurring
affixes appear at the head of the list (see Sec. 8).

After the program branches on the affix, an appropriate subtree is
entersd. The usual order of branching in the subtree, &s a matter of
efflciency, is by class marker and then by character positions 3 and 4 of
the orgsnized word. To reduce the nmumber of instruections in the program,
the integral component of the class marker is ldentified before the fractional
component. Similarly, the fourth character position of the organized word
1s usually tested prior to the third charaster pesition.

Character position 3 desoribes if the noun is animate or lnanimate.
Character position 4 divides the enimate or inanimate classes further. By
this subdivision tha 38 classes created by the classlmarkera are increassd
to 108, that is, there are 108 distinct paredigm classes for noun types.

If the ldealised dictionary were being used, there would be 108 different
definitiens of [l for the morphological type of nouns alone.

Before the analysis of the noun 1s started, the word is tested for
an snomalous Atexm, which is signified by a "1" in character position 12 of
the orgenized word. If a "1" is found, then the affix of the text word is
comparsd with the affix stored im the dlction. 'y santry. If thers is no
matoh, this means that the dictionary item cemnot represent the text word.
The item is labsled "INCOMPAT A" and the prucess is terminated. If there
18 a matoh, or if the word is not an ancmalous stem, the analysis of the
word 1s started. Throughout the tree there are further tests for anomalous

stems at various levels of branching.
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If a terminal of the tree, indicating compatibility between the stem
and affix, is reached, the case and mumber is entered in word 2/ of the 30~
word item, where a character position is reserved for each case and number
combination (Table 3-7) (also see Fig. 3-17). The case coding was chosen
to be mnemonic and the machine word 1s divided into two sections to express
number, the first six charaoters representing the sinmgular and the last six
the plural. The gender 1s imssrted into word 27 in the charscter position

corresponding to the related information on case and number (Table 3-8).

Character 1: KN — if nominative singular
Character 2: ¢ — if genitive singular
Character 3: A — if accusative singular
Character 4: C = I1f dative singular
Character 5: I — if instrumentel singular
Character 6: P - if prepositional singular
Character 7: N — if nominative plural
Character 8: G — if genitive plural
Character 9: A — if acousative plural
Character 10: C — if dative plural
Character 1l: I — if instrumental plural
Character 12: P — if prepositional plural

Format of Word 24 of Augmented Text with
Information on Gase and Number for Houn
and Adjective Morphological Types

TALIE 3-7

H — masculine

F = feminine

N = peuler

B - masculine or neuter (adjective types only)
A - nasculine, ferinine, or neuter

Allowable Cheracters in Word 27 of Augmented Text for
Gender of Noun and 4djective Morphological Types

T4BIE 3-8
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The unused characters of words 24 and 27 are filled with zsros. These umsed
characters are sometikes changed to spaces or dashes befors appearing on output
1lists designed for detailed linguistic study. Hultiples lexical attributes
are indicated by ihe preaence of more than ons identifying character in
words 24 ard 27.

A "C$ rather thau a "D" was used to represent the dative case bscause
the letter "C¥, like the lettors #N%, WGR, MAW, ©WI®  and WP", can be used

a8 an extrastor in the Univac I, but "D" cannot.

B. Adjective aralyzer Program

In addition to anslyzing the adjective morphological types (parti-
ciples are- listed as adjestives in the experimental dictionery), which are
identified by the letter "A" in character peozition 1 of word 3 of a 30-word
item, the adjective analyzer program processes all the nomproductive morpho-
logical typee of Russian words, for example, pronouns, numerals, and prepo-
sitions. The other items on an input tape are copied directly, without
nodification. |

The logic of this pregram is expressed in a tree structure (Flew
Chart 2 of Appendix D) similar to the tree of the noun program. After the
initial anomalous stem test the first branching within the tree is determined
by .the affix of the adjective, and the edjectival affix list is ordered on
frequency of ocourrsncs.

After the program branches on the aflfix, there is caly & single
comparison on the igt@graI component of the class marker in the subtree.
With the excsption of the anomalous stem tests, whick.are scattered

throughout the program, this comparigon determinss the grammatical irformation
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completely. When a compatible terminal of the tree is reached, the program
inserts the case and numbcr information into word 24 of the 30-word itenm,
and the gender into word 27 of the same item in a format identical to the
noun format (Tables 3-7 and 3-8).

Another set of marks is added to the 30-word items of short foim
and comparative adjectives. Any adjective with the affix "ed" is marked
with a "%, and any adjective with the affix "e" i1s marked with a 2% in
character position & of the organized word. This indicates that the adjeo-
tive may function az a comparative adverb in a sentense. 41l short forms
are merked in character position 9 of the organized word. Those with affixes
g wg®  or "y' are marked with a ®1" to indicate that the adjectives may
function a8 verbs. Short forms with affixes "e" or "0" ars marked with a
n2t to indicate that the adjectives may function as verbs or adverbs. Forms
with the affix "x" are marked with a "3" to indicate that they may funection
as adverbs. The markings sre summarized in Table 3-9. The main advantaege
derived from this marking is that the dictionary need not bse cluttered with
a large number of adverbs, genuinely homographic with edjective entries.

If an adjective ending in "ee" can be used only comperatively, the

mark ¥INCOMPAT EE" is placed in word 24 to distinguish it from other

~ if edjective ends in "ee"

if adjective ends in "“e"

if adjective ends in W7, "a', or "u"
if adjective ends in "e" or ®o"

if adjective ends in "u¥

Character 8:

Character 9:

W D

Allowable Characters in Gharacter Pogitions 8 and 9 of the
Orgenized Word for Adjectival Morphological Typss

TABIE 3-9
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inoompatible sdjectival forms. Such forms are incompatible lu the sense
that no case, number, end gender can be assigned to them.

Only affixes of order one aro comparad in the adjectival tres, singe
the affixes of order zero refer only to the voice of the sdjectives, which
is tosted only if the initial analysis is successful. The adjeotival entries
iq the dictionary are marked to indisate whether the 30-word dictlonary items
ore reflexive (R), nonreflexive {(0), or both reflsxive and nonreflexive
items (4). If the symbol "R" or ®0% is found (in character position 7 of
word 26), the affix of order zero is checked for correspondence. If the
affix matches, en "R% or a "0 1s placed in charecter position 11 of word
26. If the affix does not match, the previous grammatical information is
erased and the symbol "INCOMPAT R® is put Into word 24 insteed. If a
reflexive affix of order zero is found, an additional test is made. Passive
participles and nomparticipial acjcotives cavnol be raflexive, therefore
charecter position 10 of the orgraized word is tested for an active parti-
ciple. If an active participle is not found, the item 1s incompatible.

It is importent to distinguish between the functions of the charac-
ters in positions 7 and 11 in the organized word. The character in position
7 indicates whether a reflexive or nmonreflexive edjecvive is permitted by
that dictionary entry, whils the character in position 11 indicates whether
the adjective ls reflexive or nonreflexive. 4s au illustration, considsr
the typical adjective with a mull affix of order zero and a delta (4) in
character positinn 7 of the organized word. Sensing the delta, the program
does not chﬁﬁk'whether or not the volse of the adjective is compatiblie.
Howaver, a sero (0} is placed into charscter pesitici 11, so that a futuve

progrem can immedletely sense the voice of the adjective.
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The last test of adjectival morphological typeé determines whether
a word such as M* functions only &8 a noun. In certain cases,
depending on the affix ani the animatensss of the adjective (Teble 3-10),
the word camnot be in the accusative case. If the morphological adjective

functions only as & noun, the accusative case lexical attribute can be

eliminated 45% of the time.

Animate Inanimate
Case Case
Afix | Frequency | and Number Affix | Frequency | and Numbeyr
Eliminated Eliminated
ol 8.1% As 5K 9.1% ip
~H® 5.0 4p -oro 6.1 Ap
=08 3.9 48 -nx AR &p
-1e 20 Ap ~€ro 103 As
=5tk 2.0 As 21.1%
it 1.6 A8
-00 153 As
2.1 Total 45.8%

Expected Frequency of Occurrence of Affixes Whick Can Reduce
Amblguity with Adjectives Used as Nouns

TABLE 3-10

Since the pronoﬁm: and numerals are nomproductive types, that is to
say, there is a finite and small group of each in the Russian language, it
is not practical to write a program to analyze the words. It is simpler to
code the gremmatical functions of these words directly when preparing the
18,19

30-word items for the dictionary. These words are therefors store”

and looked up as inflected forms. The adjective analyzer simply transposes
the stored information into words 24 and 27 of the sugmented text.
During look-up, indeclinabls words, that is, words with the lstier

“I% in character position 1 of word 3, are selscted on the basis of stem




341

comparison only. The adjective analyzer therefore compares the effixes and
passes only those items where the dictionary at'fix and féxt affix mateh,
Otherwise the symbol "INCOMPAT I" is inserted into word 24.

In eddition, if an indeclinable noun or an adjectival or nominal
sbbreviation i1s found, word 24 is filled with "NGACIPNGACIP" and word 27
with "ABMAAAAAAAAAAM, indicating that the item might be used in any case,

number, and gender whatsoever.

C. Verb Analyzer Program

Tho verb analyzer program, the last of the thrse analyzer programs,
enalyzes only verb items, whose formal definition is given by the letter "V®
in character position 1 of word 3 of a 30-word item. All other items on
an input tape are copied directly, without modifications.

The loglc of this program is expressed in a tree structure (Flow
Chart 3 of Appendix D) similar to the tree structures of the noun and adjec-
tive analyzer programs. After the initial anomalous stem test, the first
branching is determined by the affix of the verb, which is compared with the
ordered list of affixes in the program. As with adjectives, only the affixes
of order one are compared. For programming ease, the subtiree entered after
the first branching compares first on the integral portion of the class
rarker and then on the fractional portion of the class marker.

If a verb is identified as being in either the present. or the future
indicative, the ambiguity is resolved by checking character position 2 of
the organized word (Table 3-11).

In most branches of the loglcal tree of the verb program the lexical

attributes can be determined from the affix and class marker alone. The
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N = imperfective aspect

- S - perfective aspeot

U - momentary astion (perfective)

M — iterative action (imperfective)

K — perfective or lmperfestive aspect

Notation of Charecter Position 2 of Word 26 for Verb Entries
TABLE 3-11 '
tense and meod coding in the third semiorganized word is used as a check to
ensurs that the funotion to be assigned to the stem is an allomable function.
In a few branches, however, the tense and mood code must be used to help
determine the grammatical functions. (See in particular the subtree of the
affix "u",)

The markings f'or verbs differ significantly from those for nouns and
adjectives (Table 3-12). The first six character positions in word 24 are
roserved for person and mumber. The person and aumber of verbs in the
present or future tenses are indicated by the eppropriate character in any
one of the first six initial character positions. Since for verbs in the
past tense the person cannot be determined from the morphological charac-
teristics, either all of the first three or all of the second three charsctsr
positions are filled to designate number. For all verbs, the tense is given
in character position 7, the gender is givem in character position 8, and
the mood in character position 9. The affix of the verb of order zero ;s
checked to determine its volee, which is noted in character pesition 10.

The only type of essential homography present within verb forms is the dual
interpretation of second person plural indicative and plural imperative of
some verbs ending in the string "mre* . The former internrstation is

displayed in word 24, but an X" is inserted into character position 11 to

denote the homography.
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Characters 1-6

Option A: (Present and future tenses)
Vin character position 1 = l1st person singular
" 2 = 2nd person singular
i o g 3 = 3rd psrson singular
i 4 " 4 = 1st person plural
yA " 5 = 2nd person plural
T " " " 6 = 3rd person plural
Option B: (Past tense)
8SS in character positions 1-3 = lst, 2nd, or 3rd person singular
PPP " L 4=6 = 1st, 2nd, or 3rd person plural
Cheracters 7-12
7: A = past (tense)
B = present
C = future
X = present or future
8: M = masculine (gender)
F = feminine
N = neutes
A= eny
9: D = indicative (mood)
E = imperative
F = infinitive
G = gerund
10: R = reflexive (voice)
0 = nonreflexive
. (NOTE: This voice coding should nct be confused with
the same symbols used in the organized word where
information is stored in advance of which voice the
verb can take. This coding states the voice of the
verb in each spsczific oceurrence.)
11: X = special situation among scme verbs with affix "ure"
: which can be both 2nd person plural indicative and
plural imperative. .
12: HNot used

If a character pesition is not applicable, it
is filled with a space. If a charscter position is
used in the negative sense (e.g., mot lst person
singular), it is filled with a zero o which is later
modified to a dash.)

(NOTE:

Format of Word 24 of Augmented Text with Information
on Person, Mumber, Tense, Gender, Mood, &nd Voice for Verb Morphelogical Types .

TABLE 3-12
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If a verb passes through a compatible terminal of the tree, the voice
is checked for compatibility. (See Sec. 5B for the details.) The M"R-0~AM
marks are in character position 3 of word 26 of verbal forms.

It is necessary to note that character position 3 in word 26 and
character position 10 in word 24 of verbal forms correspond to character
positions 7 and 11 in the organized word of adjectival forms. The reason
for using different character positions is purely historical. At the time
that this information was inserted into the experimental dictlonary, some
of the character positions had already been coded with other information.
These codes had to remein frozen to avoid considerable reprogramming. It
would be highly desirable to use the seme character positions for both
adjectival and verbal forms when reprogramming the dictionary for production
purposes. |

The small set of verbal forms in which there is artificiasl factoring
that generates a spurious affix of order zero (see Sec. 4B) have to be
handled in a special way by the verb analyzer program. Befors the maln tree
is entered, character position 12 of word 26 is checked for a "2". If it
is found, and the text word has a non-null affix of order zero, the item is
tested in a special tree, since the affix will not be analyzed torrectly
otherwise. This character position is tested again before the test for

reflexivity is carried out, since any verb with a "2" is nonreflexive.

6. Output of the Continuous Dictionary Run

The following sentence from one of the texts in the Harvard tape

library will be used to illustrate the output of the Continuous Dictionary

Run: "3TO JuyKTyMpYyOlies HAIPAREHNE HASHBAETCA OOHUHO B pAZYOTOXHUKS 1MyMOM,

-
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8 OTHOCHTOJLHSS TOYHOCTH MIMEDOIG(A MCCJOLYOMOI0 HANPAXSHIA XAPAKTEMIyeTCs
BOJMUMAON OTHOMOMMA HANDPANOHMA IOJO3HOI'O CHMI'HAJNA K CPOANOMY KB&KPaIMUHOMY
Hanpawermo myma, Figure 3-20 shows the sentence in texthadic format. The
analyzed items are displayed in Fig. 3-21, and the sentence is shown in
Fig. 3-22 in final form, after the homographs have been deleted. 411 the
ambiguities that can be resolved by an analysis on a word-by-word basis have

been removed. The resolution of the remaining ambiguities is a task left

to a more sophisticated program (see Chap. 5).

As a result of the word-by-word analysis, the following information
1s coded in columns 6 and 7 of the texthadic format (Fig. 3-22): The pronoun
"aro", the adjectlive "duyxryupywmee", and the noun "HanupsxemMe" are neuter
and elther nominative singular or accusative singular. The adjective, in
addition, can function adverbially. The verb "masumasrca" is third person
singular, present tense, indjcative, and reflexive;.while the gender is
undetermined. Following it is the short form adjective "o6pumo", that can

function verbally or adverbially. The next word, the preposition "m",

I ' governs the accusative or the prepositional case. HNext is the essential

' homograph pair of the noun "pagmorexmuxe", as indicated by the "1® and “
following the text serial number. The first member of.the pair is prepo-
sitional singular masculine, while the secbnd member is feminine and either
dative or prepositional singular. The next noun, "mymom", ie instrumental
singular masculine.

After the comma is the conmjunction "a", which preéedes the adjective

"orHOCuTeabHas", which 1s nominative singular feminine. The noun "roymocrs"
is either nominative or accusative singular and feminine, and the next one,

"nsuepeme", is neuter and elther genitive singular, nominative plural, or
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accusative plural. The adjective "mccnexyeuoro" is geritive or accusative
singular. If genitive, it can be masculine or neuter; but if accusative,
it can only be masculine. The coding for the noun "marpsazeme" is like
that for "mamepeme". The verb "xapakremrayerca" is third person singular,
elther present or future tense, indicative, reflexive, and the gender is

undetermined. The following noun, "Bemmummoit", is instrumental singuler

feminine.

The coding for the noun “"ormomeme" is similar to that for
"panpsxerie", which has been described previously, while that for the
adjective "mosesmoro" 1s similar to that for "mcomezyemoro". The noun
"ourmena" is genitive singular masculine. The preposition "k", which
governs the dative case, follows, preceding the two adjectives "cpeamemy"
and "xBagparmumoMy', which are dative singular and either masculine or
neuter. The next noun, “mampamemm", is dative singular neuter, and the
last word, the nown~"myma", is genitive singular masculine;

Of the seven homograph setér contained in the sentencs, six were

resolved by the analyzer programs as follows (Fig. 3-22):

The two dictionary entries for "mesmmaerca" differ in the third
cheracter position of the organized word. One entry was intended for
reflexive forms of the verb and the other entry for nonreflexive forms.

The nomographic palr "pagumorexmrke" is an essential homograph.

Since the homograph cannot be resolved without a consideration of context,

its resolution is left to s future program.

TA homograph set consists of two or more dictionary entrieg, looked up
by the same inflected form, that are successfully analyzed by the
analyzer programs.
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Thers are two sets of three homographs referring to the same dictionary

stems, "mymon" and "myma" ., In both cases, both the adjectival and verbal
stems are incompatible, leaving only a single compatible nominal entry. The
adjectival stem is an example of a stem automatically marked by the anomalous
stem routine (note the "1" in character position 12 of column 5).

The next homographic palr is resclved, since the indeclineble
dictionary entry refers only to "oTHocurenpr-o" and not to "oTHOCMT@ILR-AR'.
The next homographic pair is resolved in the same manner, the indeclinable
entry referring only to "noneas-o" and not to "mseam-oro" .

The verbal entry for "“emrmana" is rejected, since the affix "a" in
a verb is an indication of a past tense and there is no signal in column 8

that a past tense (B3) can occur with the stem "curman® .

7. Reliability of the Harvard Automatlc Dictionary

The reliebility of the Harvard Automatic Dictionary and of the look-

up routines constituting the Continuous Dictionary Run is tested periodically

by means of the output of Frequency Runs,22 A list, containing every

distinet inflected form from every text in the Harvard taps library, together
with the frequency of'occurrenée of each form, is kept on teps. (Ref.
23 contains a list of all texts in the taps library.) The latest test,
Frequency Run V, processed in January 1960, was based on 107,097 words of
text consisting of 14,698 distinct inflected forms.

4 selection from the output of the latest test run is shown in

Fig. 3-23. Several items of special interest that appear on this excerpt
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are two homograph sets, "weramr-a" and "MeTaMR-s"; a problen eet]b"ueq-os";
a misspelled word, "uerammmeon-ux"sas well as four words that were missing
from the dictionary. Two of these mlssing words have been analyzed by the

mi.ssing word analyzer,zl "ueTaNNo OTeKRAANE-0" and "weTesnypriueck-o#i", while

the othér two, "uerTeop-oB" and "wereop-u", could not be analyzed by that
routine and are listed as missing words.

To find errors ia the output,'three supplemsntary lists were pro-
duced: a list of homograph sets (Fig. 3-24), & list of problem sets
(Fig. 3-25), and a list of all the incompatible items from the main output
sorted by class (Fig. 3-26).

Only a single error was noted on the list of incompatible items.
This error was noted again on the list of problem sets. The information
gleaned from the homograph set list and the problem set list 1s summarized
in Tebles 3-13 and 3-14. The data refers to the distinet inflected forms
as well as to the text occurrences, so that a clear picture of the magnitude
of errors in the dictionary and the associated routines can be discerned.

The homographs that were found in the output of Frequency Run V have
been classified into six groups. The first and by far the largest group
consigts of the essential, or genuine, homograph sets. One member of every
homograph set in the second group is a short form adjective whoss exlstence
1s questionable but which has been left in the dictionary, since there is
as yet no reliable source of information on this subject.

The homograph sets in the third group are due to duplicate entriss

in the dictionary, whereas those in the fourth group are caused by coding

* problem set consists of one or more dictionary entries which have been
looked up by the same inflected form,and which all have been identified

as incompatible items by the analyzer progrems.
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Diotinot
Ingg.ergated 000\13::2090
1. Essentiel homographs 165 46%e 4214 8,7
2. Short ft‘mn adjsotives 83 23 360 7
3. Dupldoatos in diotionary | 61 17 _54 5
4+ Dictionary coding errors | 44 12 156 3
5. Words not in olesaes 4 i 6 -
6. Aralyser errors 1 - 15 -
358 5005
358 out of 14,698 distinct infleoted forms (2.4%)
5,005 out of 104,097 words of text (4.8%)
Summery of Homograph Set Iist, Frequency Run V, January 1960
TABLE 3-13
Digtinct
Inﬁ:;:ed Occzi;:noes
1. Words missing from dictiomary 62 41% 203 56
2. Typographical errors 63 42 2 20
3. Dictionary coding errors - 23 15 80 22
4o lAnglyzer errors __2_ 1 __‘_9_ 2
150 364,
150 out of 14,698 distinct inflected forme (1.0%)
364 out of 104,097 words of text (0.3%)

Summery of Problem Sets, Frequency Run V, January 1960

T4BIE 3-14
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errore in the dioctionary. Homograph sets originating from words that cannot
be classified into normal classes (words with cless merkers greater than 75)
are listed in the fifth group, while the last group is reserved for homo-
graph sets caused by errors in the anelyzer programs.

While the homogrephs in groups 1, 2, and 5 are considered essentia1.
&t present, the errors that caused the other homograph sets have been
corrected.

Examples of homograph sets belonging to the first five groups may
be found in Fig. 3-24. The pertinent groups have been marked to the right
of the column containing the transliterated Russian word. The assignment
of the homograph sets to the six groups is self=~evident, perhaps with the
exception of the homograph sets with the verb stem'sya” . This verb can
exist only in the reflsxivg volce, but the dictionary entry was not appropri-
ately marked in character position 3 of the organized werd.

The data of Table 3-13 indicates that almost 5%of the words
occurring in the texts on the Harvard tape library refer to homographic
dictionary entries. Although any given homograph set is a function of the
morphological classes that have been assigned to the individual members of
the set, and in that menner a function of the organization of the Harvard
Automatic Dictionary, the latitude allowed the coders is not great. It is
therefore likely that any other automatic dictionary would have to be capable
of handling homograph sets that occur with approximately the same frequency.

In the present dictionary, fewsr than 9057éof the words in texts
refer to homograph sets due to errors.

The problem seis have also been classified into groups (Table 3-14).

The first group consists of problem sets created by the absence of a text word
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from the dictionary. If the stem of the text word is homographic with the
stem of another Russian word represented in the dictionary and subsequently
rejected by the analyzer programs, the problem set ocours. It is important
to note that not every text word missing from the diotionary results in a
problem set. The mejority of words missing from the dictionary is, of
courase, not homographic with the stem of another word. Kew words not homo-
graphic with other stems are listed as missing words with no English corre-

spondents and no grammar codes, unless such codes can be assigned by the

missing word analyzer.

Another group of problem sets is due to typographical errors, gener-
ated when the text 1s being typed onto a magnetic tape. Here, too, not every
word typed erroneously results in a problem set. Most appear as missing
words. A mistyped word can result in a problem set only in one of two
circumstances. FEither the typographical error is in the affix and the ana-
lyzer program cannot correlate the incorrect affixz with the stem, or the
error is in a stem which coincidentally is identical to the stem of another
dictionary word.

The other two groups of problem sets are due to dictionary coding
errors and errore in the analyzer programs. A1l such errors discovered
through reference to the homograph list and the problem set list have been
corrected.

Examples of the first three types of problem sets are illustrated

% 3
in Pig. 3-25. The word koxnp , an alternate form of xomn , is missing from

et

the dictionary, but is homographic with the seme stem from the forms "xomt"

*
and "komo', the latter from the paradigm of kojore . Two misspellings are

on the list: "memmo" was spelled "muemmn" apd “kBagpara" was spelled
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"xBagparo”, The other two examples are due to dictionary errors. The adjec-
tive xoxponnnﬁ* (form “yoxpermmm”) wes misclassified into class Al instead

3
of A5, while the abbreviation ym-r was listed as being indeclineble when

it cen be declined, as "mm-ra®.

Problem sets are creatod by text words extremely rarely (0.3%), and

those due to dictionary errors occur even more seldom (less than O.l% of

the time).

8. Frequency of Occurrences of Affixes

Since the three word analyzer programs are used to analyze every
Russian word of the noun, adjective, or verb morphological types, it was
desirable to resolve geveral statlstical questlons in order to reduce the
time involved in passing through the logical trees of these three programs.

In the main branch of each progrem the affix of the text word is
compared against a list of affixes stored in memory. If the affix lists are
stored in order of decreesing frequency of occurrence, the least time will
be spent passing through the trees. Since the data that is prosessed by the
analyzer programg is the raw output of dictionary look-up, the statistics
should reflect the frequency of occurrence of all 30-word dictiopary items,
both compatible and incompatible.

Frequency Run V has already been considered in Sec. 7, where the
individual entries have bsen studied for indication of error. This data also
has baen reduced to obtain the desired frequencies.

BEvery 30-word item in the analyzer cutput is compressed until only
the morphological type, affix, class marker, an index whether the item is

compatible or incompatible, and the frequency of occurrsnce of the item are
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kept. This information is sorted and then accumulated (Table 1 of Appendix
E). In the table the three keys, in deoreasing order, are the assigned
morphological type, the affix, and the class marker. The totals for each
summation are divided into compatible and incompatible items. The totals
for the affixes within the major morphological types have been sorted by
frequency of occurrence (Tables 2 to 4 of Appendix E). This is the order
in which the affixes must be listed in the analyzer programs to reduce the

scanning time.

The figures in Table 1 in Appendix E have been summarized further
in Table 3-15. It must be noted that there is not a one-to-one correspondence
between the {igures in Sec. 7 and those of Table 3-15, since a distinct

inflected form may refer to more than one dictionary entry.

Morp?;;:gical Total Entries Compatible Incompatible
Noun 35,875 33,030 2,845
Indeclinable 32,166 27,271 4,895
A jective 24,312 18,807 5,505
| Verb 22,265 10,200 12,065
Pronoun 8,225 8,223 2
Numeral 1,381 1,276 | 105
124,224 98,807 -;;;&;;—
(79.5%) (20.5%)
Miscellaneous 30,012
154,236

Summary of Dictionary Entries Looked Up in Frequency Run V
TABIE 3-15
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The reason for selecting the analyzer programs and other related
procedures as the method for determining the compatibility and lexical
attributes of the various word types was based on the development of the
existing experimental system. The reduction in efficisncy due to this
method can be determined by studying the ratio of incompatible items that

have to be carried through up to the homograph delete routine in the

Continuous Dictionary Run (Fige. 3-1). The 20.5%ratio 18 an indication

of the useless data belng carried through the several routines. The necessity
for this could be eliminated by more efficient coding procedures and a lerger
internal memory.

The difficulties caused by the large number of dictionary stems in
each verb paradigm are pointed out by the statistic that almost half of the
incompatible items are verbs. The large number of stems are a result of the
affixes factored by the inverse inflection algorithm (Sec. 2B).

The 30,012 miscellansous items that are appended to the main list
include punctuation marks, editorial comments made by typists during text
transcription, and words that were not found in the dictionary. A rough
estimate of the number of missing words is 5,000. The missing words include
many proper names and most of the typographical errors generated during

transcription.
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CHAPTER 4

4 MDEL FOR NATURAL LANGUAGB

1l. Introduction

It 1s helpful to construct a theoretical foundatlion to explain the

important features of a predictive syntactic analysis technique for the

Russian language, empirically devised by Rhodeal and adopted with modifi-
cations at Harvard University (see Chapter 5). A working model of natural
language that can be analyzed by this technique is presented in this

chapter. This model is based on the formalization of the Bynt;x of
bukasiewicz! parenthesis-free notation given by Burks, Warren,and Wright,2
on the linguistic model of Chomsky,B’4 and on Oettinger's theory of

syntactic analysis.5 This theory utilizes a storage device consisting of a
linear array of storage elements, in which information is entered and removed

from one end only in accordance with a Ylast-in-first-out" principle. Among

programmers thls storage device has come to be known as a pushdown. store.
The importance of the pushdown store for a similar analysis was recognized
independently by Samelson and Bauer.6 Familiarity with the Burks, Warren,
and Wright paper is assumed in this chapter.

The technique of predictive syntactic analysis is based on the
observation that in scanning a Russian sentence from left to right, it is
possible, on the one hand, to make predictions about the syntactic structurés
that occur further to the right, and on the other hand; to determine the
syntactic role of the word currently being examined by testing it against

the previously made predictions that it might fulfill. The predictions are
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etored in a prediction pool, a device with characteristice approximately

those of a simple pushdown store, as described by Nettinger. Predictlons
are tested for fulfillment downward from the top of the prediction pool, but
new prediotions are always entered at the top of the pool.

In his phrase structure model for the synthesis of English sentencee,
Chomsky has related the syntactic roles of the words in a sentence to each

other by a hierarchy of grammatical rules expressed in the form

Xi——>xi,

where Yi is formed from Xi by the replacement of a single symbol of Xi by
some string of one or more symbols. The vocabulary that characterizes the
terminal strings 1s the set of English words of the sentence being synthe-
sized (Fig. 4=1). The rules for the derivation of the sample sentence of

Fig. 4-1 are given in Table 4-1.

Sentence

/\
AN

NP
/\
the man hit T N
the ball

Derivation of the Sentence: "The man hit the ball®.
Figo 4"'1



Sentence —> NP + VP NP = noun phrase
NP —>T+ N VP - verb phrase
VP—>V 4+ NP T - artlole

T —-> the N = noun
N —> man, ball V = verb
V —> hit

Rules for the Derivation of the Sentence: "The man hit the balll.
TABLE 4-1

A statement in the Zukasiewicz' parenthesis-free notation, as
desoribed by Burks, Warren and Wright, can be represented by & tree-like

structure, paralleling Chomsky's representation for sentence synthesis.

In the illustration (Fig. 4-2) three different types of characters are

useds the monadic functor N, the dyadic functor A, and the variables Xy

o A

N
/

N x3

g

Representation of the Formula A = AAxl Nxz NxB.
Fig ¢ 4“2

The set of functors in the parenthesis-fres notation is analogous

to the set of characters, such as "NP¥, "YP%, "NV, etc., in the intermediate

language of phrase structure; the set of variables in the parenthesis-free
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notation is analogous to the sat of characters, the Boglish words, in the
terminal language.

Oettinger's syntactic analysis theory is based on the proof of a
"4y~ theoren! for the algorithms that he has proposed. Let 4, whish repre-
sents any formula in the universe of formulas to be analyzed, be split into
a head Ay, a niddle 4 end a tail AT’ such that A = AHAHAT' & is assvmed
to be "well-formed", while AH and AT ars arbitrary residues determined by
the cholice of Aua The theorem states that if, at a certain point in the
left~to-right syntactic analysis of 4, (1) Oy has been analyzed, (2) the
output of the analysis 1s & function of By, and (3) the content of the
pushdown store is a function of AH only, then at a later point, after Aﬁ
has been analyzed, the output will be a function of both AH and AE’ but the
pushdown store still will be the function of'AH &s in condition (3).

Osttinger has defined a set of three parenthetic notations: the
femiliar full parenthetic notation, a left parenthetic notation in which
all the right parentheses have been removed from the full parenthetic
notation, and a right parenthetic notation in which all the left parentheses
have been removed from the full parenthetic notation (Fig. 4-3). With the
Am-theorem, he has shown the feasibility of translating hetween the
parenthesis-free notation and any one of the several alternative parenthetic
notations. The translation algorithms, which also yield syntactic analyses

of the formulas, have the following interesting properties:

1. The internsl storage consists essentially of a

single pushdown store.
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2. The input formule is scanned in one direction only.
Bach character in ithe input formula 1s used once and

only once and in sequence.

3. The algorithms translate successfully if and only if the

input formula is well-formed.

Full parenthetic: (~ ((x +12 x3))
Left parenthetic: (~((xl X ¢ Xy
Right parenthetic: ~ IR VA XB))

Parenthesls-free: N M x3 y'\ xle

Illustration of the Various Parenthetlc Notations and the
Parenthesis-Free Notation

Fig. 4-3

Several limitations of both the syntax of parenthesis~free
notation and the phrase structure grammer led to the development of a
new model. In a natural language & well-formed subordinate qualifier,
such as a phrase cr clause, can be added to or taken awsy from a well-
formed sentence with the resultant sentence remaining well-formed. This
property must be reflected in a model. If a well-formed string of
characters is added {o or taken away from a well-formed formula in the
parenthesis-free notation, the resultant formula is not well-formed.
Other difficulties also arise with the phrase structure model, which
was designed from the point of view of sentence syhthesis rether than of
sentence analysis.

To provide 2 theoretical basis for the analysis of natural

language and to account for scme of 1ts features, a new model of natural
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languege, characterized by the "essential" formula (Sec. 2), which is
analogous to the well-formed formula for artificial languages, is offered
in this chapter. In Sec. 3 are presented soveral algorithms, with a
Ah-thoorem for each. Certain fundamental modifications to essential
formulas are proposed in Sec. 4, and the relationship of the model to

natural language is presented in Sec. 5.
The essential formula and its subsequent modification are & logical

methed for developing a model, corresponding in several characteristles to
natural language. This model 1s not unique but has several attractive
properties.

In the development of the algorithms (Secs. 3 and 4), Iverson's

notation (Arpsndix A) will be used.

2. The Bssential Formuls

The concepts and notation of Burks, Warren, and Wright will be used

wherever possible.

Consider a language char:cterized as follows;

Definition l: Any finite sequence of characters, including
the null sequence, is a formula.

"A® will designate the null fermula. In general, lower case Greek
letters will signify single characters, whereas upper case Greek letters will
signify strings of characters or entire formulas. On occasion, formulas
will be considered as vectors of characters. The following terminology will

be used for formulas:
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Let A= ®V, where the juxtaposition of "®* and "V" denotes
the oonoatenation of the formulas ® aad V. Commas to indloate

conoatenated foranulas may or may not be supplied.

Definition 2:
(a) The length L(A) of A is the number of characters in A.

(b) The head hi(A) is the unique formula ¥ , such that if
1 = L(a), then L(®) = 1; and if 1 » L(A), then
nl(a) = o

(¢) The tail tJ (A) 18 the unique formula ¥V , such that if
J = L(a), then L{V¥V) = §; and if § > L(A), then
$(a) = a.

(d) The proper heed h:‘)(A) is the unique formula ¢, such
that 1f i < L(A), then L(®) = 1.

(e) The proper tail t‘;(A) is the unique formula V¥V, such
that if j < L(A), then L(V) = j. )

A head h(A) or a tail t{A) will be written without the superscripts

whenever this simpler notation is unambiguous.

Definition 3: Every character of a formula is either a functor

(n)
Fi or a varlable Xy o

Definition 4: The three measures, weight (W), degree (D), and

measure (M), are defined as follows:

) wd) ()  mu(d
x 1l 0 -1

1-n n n (n>0)
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Subseripts on a functor or a variable will be used for ldentification
purposes and have no inherent significance. Superscripts on a functor will

be used to indlcate the measure of the functor.

Definition 5: The weight, degree, and measure of a formula are

equal, respectively, to the sums of the weights, degrees,
and measures of the characters of the formula.

Definition 6: A formula A is essential if and only if
u(a) = 0 and ¥y _[n(2)] = 0.

) (2)
xlx?Fb x3x4x5

1((8) =3 -1 -1,2,-1, -1, -1

H[h(Al)] =3,2,1,3 2,10

Exemple 1. Let 4 = F§3

< P43y 5 pll)

ey SRS

/A
is nonessentiel, since M )] = -1. F 3) P(l) X, 18 nonessential
min A2 Aﬁ x4 )

Since M<Ai) = 0 and Mmin[h(Al)] > 0, A is essential. AQ

since H(AB) =

Pefinition 7: 4 sgection As of a formula A consists of any contiguous
set of characters of A such that L(AS):S L{a). If L(As) < L(a),

then AB is a proper section.

Definition 8: If an essential formuls A has an essential proper
sectlon As, then A is reducible. Conversely, if A has no
essential proper section AB’ A is irreduclble.

Example 2. Ai = E{B) F(l)xzx X, 1s an essential reducible formula

with an essential proper section F xQ that is irreducible.




Definition 9: A is a positive formula if and only if
LI ETOS

Lemma 1

Bvery essential formula is & positive formula.

PROOF: Consider an essential formula A = Ah, where L(AT) =n> 0.
Since M(A) = 0 and M(AH) >0, H(AT) < 0. Consider the characters in AT:

(a) if there are any functors in A‘I"

) Z M(x, ) :Z M(F, ),

xieAT FiGAT
and since H(Fi) > -W(Fi) by Def. 4, it follows that
) HE) = ) @)

FiGAT FiGAT

hence, since -M(x) = W(x) by Def. 4,

) W) > =) RE).
xiEAr xiGAT

Therefore,

Z wx,) + Z W(F,) >0, and H(4,) > 0.
xiéAT FiGAr



4-10

(b) 4if there are no functors in By

- ) Mx) =) W(x) >0, and W(a) >0.
X GAT xfEAT

Since this holds for every n, 0 < n < L(A), A must be positive.

Theorem 1
Bvery essential formula is elther of the form

F(n)xnxn_l,...,xle, or else it is reducible.

PROOF: Consider an essential formula A = AHAT’ where AT = Fﬁa)xnxn_l, 6000 x2x1
and Fﬁs) is the rightmost functor of A. The measure M[Fis)] = g ig less than
or equal to n, for otherwise A would not be & positive formula, as is
guaranteed by Lemma 1. Therefore, n - s + 1 > 1, and there is a section,

Ag = Fis)xnxn-l""’xn-s+l’ which is essential. If s =nand A; = A, then

A= AS and is of the form F(n)xnxn_l,.,.,xle. Otherwise, AS is a proper

essential section of A (indeed, A, 18 irreducible), and A ie reducible.

Corollary 1

Every essential formula contains at least one functor.

Corollary 2

An essential formule with one and only one functor is
irreducible.

Theorem 2a
If A= AHAEAT is a reducible essential formula, with & proper

essential section AB’ then the formula AY = AHéT’ resulting

from the removal of As’ is also an essential formula.

)



PROOR: H(AH) > 0 and E(AB) = 0, hence H(ABAB) = H(Aﬂ) . But
M(AT) = -H(ABAB), since M(A) = 0. Hence, H(AT) = -H(AH), and
M(AHAT) = N(Ar) =
Sinoe M(A,) = U(AA ), u[n(a,)] = 0 ana ufa,, A, h(a,)] = 0,
it follows that ”min[ﬁ'ﬂ’ h(A‘I')] >0 and umin[h(ar)] = 0. Therefore A,

is an essential formula.

Bxample 3a. A= F:(LB)X él)xz 3 4, A = F(l)xzy and

= n(3)
(Ar = Fl xlexA.

Theorem 2b
It A= AHA'I‘ is an essential formula and As i1s a second

essential formula, then the formula 13r = AHASAI,., resulting

from the insertion of AB, is an essential formula.

PROOF: Since M(AS) = 0 and M(A) = 0, H(Ar) = 0. Since M jn(AH) > 0 and
mmin[h(as)] 20, U, [A, b(a)] =0, Also, since M_ 1ol 8 hAT] > 0,
Bl M(AS) =0, 1t follows that Mmin[ ’As AT)] min[ Ar)] =0
Therefore Ar is an essential formula.

Example 3b. A= F](_B)xlxzx q As = Fz(l)XA, and

3) (1
A, = :E)P.é)z,lza

Theorem 2 leads to the following definiticns:

Definition 10: Starting with any functor in an essential
formula A, consider as a segment J (A) the shortest
section to the right of, and including, the functor,

such that ¥ ILZ(A)% = 0k



Lemma

Every essentlal formula A has a segment Y (A).

PROOF: An indirect proof will be used. A contradiction will be deduced
frem the hypothesis that an essential formula A does not have a segment
(). If A does not have a segment 2 (A), then H[t(/_\.)] > 0, where
hl[t(A)] is sny functor in A, since H{hl [t(A)]} > 0, and the variable is
the only character whose measure is less than 0. If A= [h(A) 3 t(A)] , then
ll[h(A)] > 0, since A is an essential formula. But M(A) = H[h(A)] + M [t(A)] >0,

providing the contradiction.

Definition 1l: Let A = A, Y (b)), Ap If the segment Y (A)
is extracted from A, then the result of the concatenation
of the residual head and tail of A, P(a) = AHAT, is the
regidue of the original formula A. 2.(A) and P(A) together

constitute a reduced. set of the original essential formula A.

Lomma 3
If A is an essential formula, then both 2 (A) and P(A)

of every reduced set are eseential formulas.

PROOF: Since the first character of 3 1s a functor such that u[hl( Z)] >0,
and since the variable is the only type of character whose measure is less
than zero, then, for the smallest group of contiguous characters to the right
of and including the functor, for which ¥() ) = 0, it follows that
Mmin[h(Z)] > 0 and that ) is an essential formula.

If an egsential formula is divided into a segment and a residue, and
the segment is an' essential formula, then by Theorsm 2e the residue must be an

¢ssentlal formula.
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Definition 12: A completely reduced sst of an essentlal

formula consists of a set of irreducible essential

formulas obtained by treating both the segment and the
residue of a reduced set of the essential formula as
essential formulas, and by iterating the process of

dividing every such essential formula into a reduced set.

Definition 13: A variable is gpgooigted with a functor if the

variable and functor are members of the same irreducible

essentlial formula of a completely reduced set.

Example 4. A= F(z)xl F(a) (l)x3 4x5x6 4 reduced set of A

is F",gix)x2 Fél)x3x4x5 and F{z) X X e Another reduced sst of A is Fgl) 3

FJ(.z) 3 Fé” X A Lo Xee A completely reduced set of A is F(z) Xy X
23)x2 and Fﬁl)xa-

Loemna
The completely reduced set of an essential formula
contalning one functor (i.e., an irreducible essential

formula) is unique, namely, itself.
FROOF: Lemma 4 1is an immedlate conasequence of Def. 12.

Lemma
If an essential formula A 1s divided into a reduced
set consisting of a segment Y (A) and of a residue
P(A), then sny irreducible essentizl section B, of A
must either be contained cutirely within ) or lie

entirely outside of ¥ .
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PROOF: Since ) and A each consist of contiguous characters, the only

alternatives to the possibilit;ies stated in the Lemma are that either
tp(As) = h()) or that hp(AB) =4().

The former is impossible by Def. 10 and Theorem 1, since hl(Z) = Fj’

and tp(As) can contain no functor.

To prove that the latter is impossible, let o = ® V, such that
V= hp(As). umin(cb) >0, Hmin(\l/) > 0, and therefore H[Z(A)] > 0, which

contradicts the definition of a segment.

Lemma 6

Let an essential formula Ar differ from an essential
formula A by some irreducible essential formula As
extracted from Ar or added to A by the appropriate
process of Theorem 2. Consider a reduced set ) (Ar)
and P(A) of A :
(a) 1If Z(Ar) contains A , and A is divided into &
reduced set, 2 (A) and P(A), such that either
(8) = A or [T ] = B[ Z(a)] = F,, then
F(Ar) = P(A), and the residue, P[Z(Ar)] , of
Z(Ar) when A is remo;v'ed, is identical to ) (A).
(b) 1If P(Ar) contains A, and A is divided into a
reduced set, ) (A) and P(4), such that
hl[Z(A)] = hl[Z(Ar)] = F,, then
Z(Ar) = )(A), and the residue,P[P (Ar)] , of

P(Ar) when A is removed, is identical to P(A).
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PROO¥: (of Lexma 6a)
(A) Y (a) = A, which is equivalent o saying that F, 18 the

funotor of A,. This is the trivial case for which Z(Ar) = By,
() = A, and A=P(a) = P(Ax‘)'

(B) F, is not the funotor of A, hk[Z(A)] a hk[Z(Ar)], where
_hl/A

By =e /L)

L) = [B5{Z)}, o, +{Za)}] wa Te) = [ {Z@), {Z0] .

since M(4_) = 0, W[l {T()}, 4,] = u[b {T(a)}] . stnce M[T(8)] = u[T(a)] =0,
u(t{Z(a)}] = ufe{Z)}]. 4100, by Theoren 2, 1£ A = A p, end A = AAA,
then B¢ {Z(8)] = b*[t{T(a)}]. It followe tnat ¢ T(a)] = ¢[Z(a))],

gince both strings are identical. P(a) = P(Ar) and P[Z(Ar)] = ) (A) when
I[r@)] =4,

PROOF: (of Lemma 6b)
Since all the characters of 2 (Ar) are charsctera of A, ) (A) = Z(Q,)

by Defs. 8 and 10. P(Ar) differs from P(A) by A+ Take Z[P(Ar)] , such
that the funotor of A is the first functor of Z[P (Ar)] ;P[P(AT)] = P(4)
by Lemma 6a, wherein the 4, A, and A  of Lemma 6a are the P(a), P(Ar), and
o of Lemna 6b.
Leuns 7

The result of the collectlon of a completely reduced set of

a segment » of an essential formula A and of a completely

reduced set of the corresponding residus P of A is a

completely reduced set of A.

FROQF: The lemma is a direct conssquence of Def. 11, Def. i2 and Lemma 3.
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Theorem 3
Every essential formula A has a unique completely reduced est.

The proof of thie theorem suggests & teshniqus fuy obtaining

the campletely reduoced set of A,

PROOF: The proof is by induotion on the number n of functors in A.
(a) n=1; by Lemma 4.
(b) n >1i apsume the theorem is trus for all k < n.

Reduce A into a segment Y (A) and a residue P(A). Consider the

irreducible essentlial segment Ae whose head 18 the rightmost functor of A

(Theorem 1).

Cage 1: The segment, Zl(A) = A+ By the inductive hypothesis, the
residus Pl(A), containing n-1 functors, has a unique completely reduced sat.
In this case the combination of this set with As in the manner of Lemma 7

gives the desired result.

Cage 2: The sSegment Zz(A) # As'

(a) ZQ(A) contalns As’ which can be written as As = ZB [ZZ(A)],
such that &, = Pz(A) and A, = PS [Zz(A)] . By Lomma 6a, wherein the Pl(A), A,
and A of this theorem are the 4, A, and A  of Lemna 6a, Pg(A) = 4, end is
identical to the residue, P4 [Pl(A)] , remeining when a segment, 2. A[Pl(A)]’
etarting with the seme functor as 22(A), is removed from Pl(A), and
I[P @] = 4y 5

(b) P 2(A) contains A, which can be written as 4, = > 5 [Pz(A)] v
such that s = y 2(A) and A, = P'S[Pz(A)] . By Lemma 6b, wherein the Pl(A), 4,

and A, of this theorem are the 4, A, and A of Lemnma 6b, XQ(A) = A and is
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identical to the segment, E:é[Pl(A)], starting with the same functor as

L,(8), ond P[P (8] = 4,

By the induotive hypothesis, each of & and A2 in (a) and (b) has a
unique completely reduced set. It has been shown that Al and 62 are a
reduced set of Pl(A), hence the collectlion of their completely reduced

gets 18 the completely reduced set of Pl(A) (Lemma 7), which proves the

theorem.

3. Algorithms to Test for Essentlal Formules

The baslc essen*ial formula of Sec. 2 bears little resemblance to
syntactic analogues in any natural language, so that addlitions and
modifications have to be made to the initial definitions of an essential
formula to bring the language model closer to natural language. The
first proposed elgorithm provides a mechanism for testing whether or not
a formula is essential (Sec. 34), while the next two algorithms maks
similar tests on modified versions of an essential formula (Sec. 3B and
Sec. 3C).

A notation for paths through flow diagrams will be useful. In a
flow diagram, such as Program 4-1, the expression (x,y) will be used to
express any path startiﬁg at and including step x and terminating at but
not including step y. If more than two symbols, for example, (x,u,v,y),
are used, the path must pass through the intermediate steps, steps u and
v, in order, before terminating at step y. The expression x/y indicates
that there is a direct transfer from step x to step y after the operation

of step x.  This is shown in the diagram by .n arrow.
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A. ‘'The Basic Algorithm

An algorithm is introduced to test an arbitrary formula to determine
whether or not it is essentlal. The algorithm, called Algorithm 1
(Progrem 4-1), provides a mechanism whereby parentheses are placed around
every segment of a reduced set of the formula on the same left-to-right pass
that determines whether the formula is essential.

The symbolsto and<bl represent the input and output files that may
contain pert or all of a formula (Table 4-2). QE and ¢§ are initialized
(Steps 1 and 2). in step 3, a character is read out of(bo. This character
is identified either as a functor or a variable in step 4. If the character
is a functor, a left parenthesis and the functor are written on(bl (Step 5).
The set of characters comprising the identity permutation vector v, with
L(y) = H(F&), is written on file"dé'in the forward direction in step 6, after
which the process returns to step 3. These steps will remain invariable, even
after various restrictions are applied to essential formulas.

It should be noted that while ¢b and ¢i are read and written,
respectlvely, in the forward direction only (corresponding to normel left-
to-right reading and writing),‘bz, the prediction pool, is written in the
forward direction and read in the backward direction, that is, is written
from left to right but read from right to left. The mechanism of writing in
the forward direction and then reading in the backward directlon is equivalent

to the operation of a pushdown store. The individual characters written

onfig will be referred to as predictions.




io

[te]

Input file containing arbitrary formula.
Output file.

Prediction pool.

Hindsight file (Algorithms 4 and § only).

Current character under consideration.

Current prediction or set of predictions from
prediction pool.

Set of functors.

Class to which variable x belongs.
(Algorithms 2-5 only)

Alternative arguments of current variable,
(Algorithms 4 and 5 only)

Possible preferred arguments.
(Algorithms 4 and 5 only)

Symbols for Algorithws 1 through 5
TABLE 4-2
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Start
 — |

0¢l<— n[n,c

072 - M(e)

S <

o1 ]u

A Finish
>

A Nonessential
;———-—)

Algorithm 1
Program 4-1
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If the character being tested in step U is a variable, the
algorithm proceeds directly to step 7 where the last character (or
prediction) stored in the prediction pool is read. Thig prediction
is one component of yM(Fi)' In step 8, the character being tested is
written onto the output file, and in step 9, the prediction that has
just been read out of the prediction pool is tested whether or not it
is the last prediction of a given set, that is, if tlcbz) = 1. If so,
a right parenthesis is written onto the output tape; in either case,

the process returns to step 3.

Example 5. by = FiB)xl Fz(z)x2 F;z)XBth5x6x7. After analysis,
(3) (2) (2) (3), (2 (2)
Al = [Fl X [Fz X, F3 xBxh]x 6x7]. A2 = F1 Xy F2 x2x3 F3 xhx5x6x7.

2

by = F§3)xlx2x3 Féz) Fi7xgx,. After analysis,
2

A3 = [F£3)x1x2x3] [Fé xhXS] [Fg x6x7].

Several definitions referring to algorithm 1 and the succeeding

[
After analysis, 4, = [Fij)xl [F2(2)x2x3] [F§2)xhx5]x6x7].
g ;

2)

algoritlms are introduced:

Definition 1L: Any path (3,3) is a formula cycle

of Algorithm 1.

Definition 15: Algorithm 1 is operable if and only

if an integral number of formula cycles are
traversed. Algorithm 1 is operable for the rull
formula A .

Definition 16: Algorithm 1 is effective if an integral

number of formula cycles are traversed and if

dﬁ final = ¢% initial’
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Doefinition 17: Algorithm 1 i1s strictly effective if an

integral number of formula oycles are traversed, and

) = = A

ir & 2 final = *2 initdlal -

0 final ~

The proocess of Algorithm 1 1s continued until the terminating
conditions of either step 3 or step 7 are reached. If the process
terminates at step 3 and the path is strictly effective, then the
formula is essential. If the algorithm ig not strictly effective or if
the process terminates at step 7, then the formula is nonessential

(Theorem 4).

Lemms_8
at step 3 L(%) = U[h(8)] for M 2 0, where h(a)
represents the characters of A that have been

processed.

PROOF: In the analyﬁis of a character of A, either the path (3,6/3) or the
path (3,9,3) must be followed. If path (3,6/3) is followed, the character
is a functor Fy, and L(<!>2 = L(¢2 o1g) * U(F,). If path (3,9,3) is

) = L@, ) * Hix),

followmed, the character is a variable x,, and L(dé new

where M(x,) = -1. But‘ié is initielly set to A, so that LGIb initial) = 0.

QoEoDo
Lemma 9
Algorithm 1 is effective for an irreducible essential
segnent A, of a formula A = AHASAT if algorithm 1 is

operable for AH.
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~wWOF: If Algorithm 1 1s operable for AH’ step 3 is reached such tuat

Cbo = Ay and @2 is an arbitrary function g[AH] of Ay

- pln)
Let AB o FB xnxn_l, coo,xle-

After (3,6/3): Cbo = XX 190 es%pXy Ay, 0d

@2 = g[AH], 1,2,.004n-1,n¢

The next n-1 paths are (3,9/3). At step 9 in each formula cycle

b#1l. After n-1 formula cycles, a{ step 3:

Cbo = xlAT, and
@, = gay) 1.
The next path is (3,10/3): CDO = AT, and @2 = g[AH] Since
Cbz final = @2 initial’ the algorithm is effective for Ay

Theorem 4 (A.rtheorem for Algorithm 1)
For an arbitrary A = AHAMAT # A, where By is an
essential formula, Algorithm 1 is effective for Au

if Algorithm 1 1s operable for AH

PROOF: If Algorithm 1 is operable for AH’ step 3 is reached such that
@) = Ay and @, 1o en erbitrary function g[AH] of A
The proof is by induction on the number n of functors of Am(n)o
() n=1: by Lemma 9;
(b) n>1: assume true for all k < n. Consider Z[A(n)] =B,
an irreducible segment, and P[A(n)] = M)A, where %(n) = A0, , and

M, = A(n-1) by Lemma 7, such that A(n) = AyA Lo
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h=R4,

By the inductive hypothesis on Ai for k = n-1, step 3 1s reached

such that &, = A AN, and B, = g[AHAl]

By Lemma 9, step 3 is reached such that<ﬁb = AQAT and

But now, once more by the inductive hypothesls on 62 for k = n-1,
step 3 is reached such that d = 4, and @, = g[AH]- Since @, n 1 = ¢, initial?
Algorithm 1 is effective for AH'

Theorem 5
Algorithm 1 is strictly effective if and only if A is
an essential formula. A pair of parentheses is placed
around every segment, of a reduced set of an essential

formula.

PROOF: (4) Sufficiency: by Thecrem 4, if by =4y = A and ® A.

2 initial ~
(B) Necessity: will be shown by an indirect proof. A4 contradiction
will be deduced from the hypothesis that the algorithm is strictly effective
for a formula A that is not essential. A is not an essential formula only if
/

/

elther ¥ min[h(A)] < 0 or M(A) # 0. | j

(1) Mmin[h(A)]'t 0. There must be a longest head Al of A
such that Mmin[h(al)] = 0 and MCAl) =0. A can= A . Also, there must
exist a A, = Ajx,, since the variable is the only character with a negative
measure. Step 3 will be reached such that:

¢b = xi;(A), and

/
/
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where A = 4, ,%,, t(A). The next path is (3,7), b= A, and the path cannot
be completed.

(2) M(A) # 0 and Hmin[h(A)] > 0, since otherwise the process
feils by (1). Therefore, M(A) > 0. A= h(A) Xy XpseeesXpy where tl[h(A)J
is the rightmost functor of A, and 0 < p < H[b(A)J. Step 3 must be reached

gsuch that:

¢b = XyXgyeees Xy and

¢b = 1,82,33,...,aq

where q = H[h(A{] by Lemma 8, hence q > p. After p formula cycles (3,9/3),
<52 = 1,8,,+0058,, Where I = q - p# 0. This process will terminate at
step 3 but, since ¢>2 # N, the algorithm will not be strictly effective.

(C) Parentheses placement: Algorithm 1 is effective for any
2 (A) by Theorem 4, and @, need not be empty when the initial functor of
2(A) is being analyzed. Since the first character of J (A) is a functor
(Def. 10), a left parenthesis will be placed to the left of that functor
on'?—l (Step 5). Since the path for the segment is effective, the last
prediction read from ¢b is a *1", The path must end (10/3), so that a
right perenthesis is placed on@l after all the characters of the segment

have been written on ¢h:
B. Ordered Varisbles

. To make the predictions more meaningful, the variables have been
restricted so that they are predicted individualiy and not merely counted
as in Algorithm 1 (Def. 18). In natural language, the requirement that in
8 sentence a subject, predicate, and object occur in a given order is

tantamount to the restrictlon of Def. 18.
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Definition 18: (Def. 5 revised) 4 formula A is essential

if wd only if H(A) = 0, umin[h(a)] > 0, and the
variables associated with a functor belong to disjoint
classes in the order n,n-1,...,2,1 specified for a

functor F"n) .

In Sec. 4.3C the restriction will be relaxed so that the predictions

need not be fulfilled in the same order as they are made.
For example, consider the irreducible essentiel formula

A = pin) a0 i,..xgxi The class s(x) to which a variable belongs is

denoted by an integral superscript, x.

The only change to Algerithm 1 necessary to identify-an ordered
essential formula is the addition of step 8 of Algorithm 2 (Program 4-2),
where the class to which the variable being tested belongs is compared to
that of the last prediction stored in the pool (Theorems 6 and 7).

4 prediction will be considered fulfilled if it is identical to the

class of a variable.

x F(z) - l lxéxl After analysis,

(2)

2 %2 %3 %345

X Jxéxll. However,
7

Example 6. A1 = F(
_ [p(3).3[2(2). 21 1(2)
= [Fl xltfé x2[F Xox
xzx xlx' is nonessential, since
457677 !

2)
lFSz)X2x;---, and the two variables associated with F3

belong to the same class.

The proof of Lemma 8 is valid for Algorithm 2.




10

Start—

Gy «— A
¢ <« A

C=— od)o

0®l<_ u[u,c

P, <—u

072 =M(c)

A—-—» Finish

#

b : 8(c) |—>> Nonessential

¢ . < n) n

Algorithm 2
Progrem 4-2

/t"?.']
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Lompa 10
Algorithm 2 18 effective for an irreducible

essential segment A8 of a formula A = AHASAT

if Algorithm 2 18 operable for AH'

PROOF: This proof is similar to the proof for Lemma 9. If Algorithm 2 is
operable for A, step 3 is reached such that‘bo = O and ¢E is an

arbitrary function g[AH] of AH.
2

- pln) on-1 21
Let As =F X Xpo] RN
After (3,6/3): ¢b = xeg:io-:xgxiAT, and

¢b = g[AH],l,Z,...,n-l,n.

The next n-1 formula cycles are (3,10/3). At step 8 of each formula

cycle, b = s# 1. After n-1 formula cycles, step 3 is reached such that:

B = "%AT’ e
4= g[AH}’l'
The next formula cycle is (3,11/3):
¢b = AT’ and
e oy
Since @% initlsl = @b fipgy’ Algorithm 2 is offective for Ao

Theorem 6 (Ay-theorem for Algorithm 2)
For an arbitrary A = AAN, # A, where &, is
an essential formula, Algorithm 2 is effective

for AM if Algorithm 2 is operable for AH‘
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PROOF: The indusotive proof is parallel to that of Theorem 4 (with

Lemia 10 substituted for Lemma 9).

Theorem 7
Algorithm 2 is striotly effective 1f and only if A

is an essential formula. A pair of parentheses is
placed around every segment of a reduced set of the

essentlal formula.

PROOF: (4) Sufficiency: by Theorem 6 if A, = &, = A and CDZ initial = A
(B) Necesslity: will be shown by an indirect proof. A
contradiction will be deduced from the hypothesis that the slgorithm is

strictly effective for a formula A that 1s not essential. A is not an
essential formule only if:

(1) [n(a)] <0, or

(2) M(a) #0, or

(3) the variables are out of order.
If conditions (1) or (2) exist, the proof is parallel to proof B in
Theorem 5. If the variables are out of order, there will be a step 8
such that b # 8, and the path cannot be completed.

(C) Parentheses placement: the proof is parallel to proof G of

Theorem 5.
C. BRelaxation of Order Restrictlon

If the ordering restriction (Def. 1€ and Algorithm 2) on the
variables is relasxed, then the top prediction in the pool need not be the
only prediction which must be compared to the class of the variable being

tested (Algorithn 3). For example, if &) = F(7)xx} and 8, = F(z)xbcg,
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both Al and A2 can be considered essential if the ordering restriction is
relaxed, while only &, would be considered essential by Algorithm 2. This
is equivelent to a natural language where the subject, predicate, and object
within & clause are expected to occur in a glven order, but whers it is

possible for the order to be permuted.

Definiticn 19: (Defs. 5 and 18 revised) A formula A ie

essential if and only if M(A) = 0, Hmin[h(A)] > 0,

und the variables associated with a functor belong to
disjolnt classes G where 1 < ¢ < n 1f the functor is of
measure n. The variables may occur in any order

whatsoever.

In Algorithm 3 (Program 4-3) d&s opposed to Algorithms 1 and 2, it
is necessary to search among & set of predictions in the predietion pool
for fulfillment rather than merely to take the topmost prediction from the
pool.

As shown by the An-theorem, it is necessary to fulfill the predlctions
of the rightmost analyzed functor before fulfilling the predictions of the
other functors further to the left. In Algorithm 1, since the variables
were merely being counted, the fulfillment of & "1" prediction in the
prediction pool was an indication that the last variable associated with a
given functor had been found. A right parenthesis was inserted on the output
file after the variable was copied. In Algorithm 2, the indication in the
prediction pool was aleo a ®1" because of the ordering restriction. 4n xl,
the "last® variable associated with a given functor, could occur only after an

Xn,"ux%xz had been found for the assooiéted functor F(n). After the xl
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was ldentified and copled, a right parenthesis could be written on the
output file.

With the relaxed ordering restriction (&lgorithm 3), a new device
must be introduced to determine when all the veriables associated with a
functor have been identified. In the example cited previously,

(2) ixz, x~ 1is obviously not the "last" variable to be associated

with F( ). A sentinel must be inserted into the prediction pool to- isolate
the predictlions assoclated with different functors. 41l the predictions
preceding the first aentinel“in the prediction pool (reading in the usual
right-to-left order) are tested, and any one of these can be fulfilled by
& 8ingle given variable. The sentinel both restricts the variables to one
member of each class that can be fulfilled, and marks the number of
predictions which can be fulfilled by variables associated with a given
functor, so that no more than n variables are assoclated with a functor F(n)

For example, if the first two characters of Al = F(3 2) lxsxzxzx
have been analyzed, ¢b = 8,1,2,3,8,1,2, where s represents the sentinel.
Al 1s nonessential since X, belongs to clags "3® and must be assoclated

with F,. If no sentinel were in @’, the "3" prediction would be fulfilled

(2) (2) 112 z

by X, . Likewise, if the first two characters of A, = Ty X HKXg%y have

been analyzed,<®2 = 8,1,2,5,1,2. A, is nonessential, since x; and x, both
are associated with F2 and both belong to class "1". The sentinel prevents

the second *1® prediction, locsted to the left of the rightmost sentinel,
from belng fulfilled by Xy o

In Algorithm 3, the predictions genereted by each functor-are
considered as elements of a vector associated with that functor. An end

of vegtor symbol that separates vectors written on a serial file is assumed
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implicitly in the operation of the file. These end of vector symbols are
also used as the needed sentinels in Algorithm 3.

Algorithm 2 has been modified somewhat for this purpose. OSteps
1 to 6 remein unchanged. If tho character under consideration is a variable,
the last vector in the prediction pool is read into b in step 7. In step 8,
the class to which the current variable belongs is mapped onto b, which
should contain all the unfulfilled predictions associated with the rightmost
not, completely analyzed functor. If a prediction can be fulfilled, the
variable is written on the output file in step 9, and the prediction is
removed from b in step 10. If there are other predictions left in b, this
is an indication that all the variables associated with the functor have been
ldentified, so that a right parenthesis is written on the output file before
the algorithm returns to step

If a variable is being tested when the prediction pool is empty, the
formulae i1s nonessential. If the predictlon of a variable being tested cannot

be found in the prediction pool (step 8), the formula is also nonessential

(Theorem 9).

Example . Al = FiB)xi Féz)xg ng)x%xixéxéxg. After analysis,
21n(2) 214(R).1.2].1] 1 R) .2 nlR) 2 l 12
O)2[P12[sDL2 A3 |, a, = ek 122 22012,

Alz[Fl xl[Fz X3 XX XXX
After analysis, &, = [F§ X

(3),3 p(2),2 pl2), 1,121
A? = Fi l Fé %, 3 x3x4x5x6

[F(B) 3[ £2)xp[ (2)x3x4-~- and the two variatles associated with F3 belong
~

3 73

1
1
Z)XZ{F(z)xle]xé]xéxgj.

. A3 is nonessential, since

Sg= Lty 2
to the same class. AZ = Fi )xi Féz)x § 4 go AZ is nonessential, since
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AA = [F:(LB)X:ZL [Féz)xg--- and a vector belonging to class "3 1s assoclated

with a functor F(Z).

The proof of Lemma 8 is valid for Theorem 3.

Lomma 11
Algorithm 3 1g effective for an irreducible essential
segment, As of a formula A = AHA BAT if Algorithm 3 is

operable for AH'

PROOF: The proof is similar to the proofs of Lemmas 9 and 10. If
Algorithm 3 is operable for AH’ step 3 is reached such that

By = A4y and &, is an arbitrary function g[AH] of Ay

s 8 8
Let As = F(n)xnnxnfil.--xzzx;l, where 8y # B;] for all 1 # j, 0 < 8 = n,

and 0 < 1< n.
8, 8,1 8, 8

After (3,6/3): CDO F XA g e Xy xllAT’ and

®, = {g[AH]}{l,Z,...,n-l,n} .

The next n-1 formula cycles are (3,10/3). At step 8, in each formula
cycle, there is a b; = s where 1 =< L(b); also g/b # A . After n-1 formuls

cycles, step 3 is reached such that:

51
@0 = % Ay and
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The next formula cycle is (3,11/3):

b, = By, end
e s
Since ¢b initial = ¢b pina1? Mgoritim 3 is effective for 4.
i Theoren 8 (Au-theorem for Algorithm 3)

For an arbitrary A = AAA, # A, where & 18 an
essential formula, Algorithm 3 is effective for

AH if Algorithm 3 1s operable for AH.

PROOF: The inductive proof is parallel to that of Theorem 4 (with

Lemma 11 substituted for Lemma 9).

Theoren 9
Algorithm 3 is strictly effective if and only if A
is an essential formula. A pair of parentheses is

placed around every segment of a reduced set of an

essential formula.

PROOF; (&) Sufficiency: by Theorem 8, if By = Ay = A and @2 tnitial = A
(B) HNecessity: will be shown by an indirect proof. A
contradictlon will be deduced from the hypothesis that the algorithm is
strictly effective for a formula A that is not essentlal.
A is not an essential formula only if eithers

(1) K

min[h(é)] >0, or

(2) M{a) #0, or
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(3) there are two or more variables belonging to the
same class associated with one functor, or
(L) there is a variasble belonging to class ®n® associated

with a functor F(m), where m < n.

If conditions (1) or (2) exist,the proof is parallel to proof B
of Theorem 5. If condition (3) exists, there are an xi and an xg
(x1 preceding 12) associated with one functor Fn’ such that when ¢ = Xi
after step 10: b, # J for any b, left in b. When ¢ = xg, at step 8:
q =0 and the path cannot be completed. If condition (4) exists, when
x° ig being tested, there will be no "n" in b and q = 0, so that the path

cannot be completed.

(C) Parentheses placement: the proof is parallel to proof C of

Theoren 5.

4o Further Modifications to the Bssential Formula

It has been assumed in the model as developed in Sea. 3 that every
variable is a member of only one class, so that when a variable is teing
tested only this one class is tested against the predistions in the pool.

In this section, the problem of a variable belonging to more than one clase
will be considered. This is analogous in natural language to the possibility
of a word having more thaen one role. For sxample, in Englisa, the word
Bwater® might refer, on the one hand, to the liquid, in which case "water"

is a noun or on the other hand, to the act of feeding plants, in which cass

“water® 18 a verb.
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The outcome of the modifications to be set forth in this sectlon

is that a single pasér through a formula will not necessarily be sufficient

to determine whether or not the formula is essential. On occasion it will
be necessary to make several passes before this is determined. Algorithms,
extended from those of the last section, will be given for a single pass of
the formulas being tested. Analogues of the theorsms of Algorithms 1 to 3
do not exlst for a single pass of Algorithm 4. The development of an
slgorithm that will control the iteration of a sentence is a fruitful

field for further research. Meaningful theorems should be obtainable from

such a study.
A. Multi-class Variables

In Algorithm 3, if each variable can belong to only one class, and
if a prediction of that class is in a location in the prediction pool where
it can be fulfilled, the variable being tested is accepted, and the
elgorithm proceeds to test the following character. If there is no
appropriate prediction that can be fulfilled, the variable is not accepted
and the entire formula is rejected as nonessential.

To take into account the possibility of a variable belonging to

more than one class, the following definitlons will provs to be helpful.

TThe analysis of a formulas, which tests each character in ths order of
occurrence once and ouly once, is defined as a pasg. The set of
passes required to determine whether or not a formula is essential ig

defined a8 an iteraiiop.
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Definition 20: A variable x%BsY gan belong to any of the
classes a, B, and y, where each of the classes is an

argument of x and each member of a B§€ of classes 18

an alternative argument of x.

Definition 21: The class to which a variable with alternative

arguments is assigned in the process of a syntactic

analysis of an essential formula is the preferred

argument .

Whereae alternative arguments of a variable are known qualities of
the variable being tested by the algorithm, the preferred argument is
selected from the alternative arguments according to the contents of the
prediction pool at the time of the test (Algoscithm 4).

If 1t 18 assumed that there 1s no a priorl prefersnce for any
alternative argument or for any prediction in the pool, then all the
elternative arguments are compared with all the predictions preceding the
first sentinel (steps 8-10). When all the possible preferred arguments are
found, one of them 18 selected arbitrarily and entered on the output file
as the preferred argument (step 11). All others are recorded onto a
hindsight or tempordry storage file (step 12). The prediction that wes
fulfilled by the preferréd argument is then removed from the predictionm pool -
(step 13), and this process is continued with the next character. When all
the variables assoclated with & given functor have been identified, a

righ* parenthesis 1s written on the output f£ils (step 14)-
This process. must end with one of the three terminal conditions of

the algorithm. If the algorithm is strictly effective, then ths algeritkm
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has successfully iaentified the formula as an essential formula and has
selected a preferred argument for each variable. If the process ends at
step 10, then the particular preferred arguments that were chosen did not
lead to the evaluation of an essential formula, but some other selection of
a preferred argument might possibly lead to the desired evaluation. If the
process ends either et step 4 and the path is not strictly effective or at
step 8, the formula is definitely nonessential.

If there is a choice of alternative arguments at step 11, it is
impossible to determine whether the appropriate one is chosen as the
preferred argument. Therefore, even if a strictly effective evaluation was
chosen, other alternative evaluations must be tried, since there might be one
or even more than one additioral evaluation for which the algorithm is
strictly effective. Information about the alternative paths is availsble on
the hindsight file, since every time a branching point in the analysis occurs,
all the alternative preferred arguments, except for the one selected, are

recorded there.

Bxample 8. Al = F(B)x{x%’zxg.
1

&« Blther A{l) = [F(B)x{x%xg ]or (2) [F(B)xgxéxg]. A{

formula but A{z) is not. Since there are no other alternative evaluations,

There are two possible analyses of

) is an essential

& unique argument can be assigned to each variable.

Aﬁ = F(B)ii’zxg’le. There are two analyses that lead to an essential

3
 formula: both Aél) = [f(j)xixgx%] and Aéz) = [F(B)xixgx%]e Therefore, a
unique argument cannot be assigned to each varigble. A3= F(B)xi’zxg’zxg.

A? is nonessential, since no matter what evaluation is undertaken, an essential

formula cannot be found.
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If an algorithm to keep track of alternative paths were available
and Algorithm /4 could be applied iteratively until either ali"the posglble
combinations of preferred arguments were tried or until a terminal weie
reached indicating that the formula was definitely nonessential, either
none, one, or more than one of these combinations would lead to a
satisfactory interpretation. If none of the combinations resulted in an
essential formula, then the formule would be nonessential. If one and only
one combination resulted in an essential formule, the formula would be
essential and unique preferred arguments would have been assigned +o0 each
variable. If more than one combination resulted in an essentlal formulation,
the formula would be essential but not all the variables could be assigned

unique preferred arguments.
B. All Predictions Need Not be Fulfilled

It has previously been assumed that all the predictions in the pool
are fulfilled if a formula is essential. However, in natural language, if,
say; en object prediccion is made for every clause, a clause without an
object should not be rejected.

It is now assumed that, although.ﬂ(Ei) is known, there need not
be as many 28 M variables associated with the functor. When the
alternative arguments of a variable do not correspond to any predictions
remaining in the pool preceding the first sentinel, but do correspond to a
prediction following the first sentinel, this is now the only indication

that all the varlables associated with a functor hsve been identified

(Algorithm 5).



4=42

13

15

Start —»

4

c s F
0¢l <——n["’°
0¢2 ~— Ai(0)

b<—,

a <—a(c)

q «—[p(o<—2g) #0)/a

0®1 4———-n]u
1

o ks
ol

¢» k7

% < [o# @7a)c] o

B "]

—» Finish

Possible error

A

in analysls

dlgorithm 5
Program 4=5



4=43

The moat striking difference between Algorithm 4 and Algorithm 5
1s that there is one less terminel condition in the latter algorithm.
That a formula is nonesgentlal can no longer be determined on a single
pass. If the algorithm ends at step 4 and 1s not striotly effective, or
if the algorithm terminates at step 8, it is merely an indication that
the chosen combination of preferred arguments is not an essential formula.
Whereas in Algorithm 4, ifq = A - (step 10), there was an indication
that the chosen evaluation did not lead to an essential interpretation, in
Algorithm 5 it is necessary to assume that all the variables assoclated
with a given functor have been identified, to write a right parenthesis on
the output file, and to bring in the next set of predictions from the

prediction pool. The two algorithms are otherwise identical.

Example 9. & = F éB) g lx%xz After analysis, there is

only one essential formulation of M 4 = [ lz)xf[ (3) © 1] ,], and there

ad

is no x2 agsoclated with F2.

62 = Fiz)xi FéB)xgx%xi’z. There are two essential formulations of
AZ' Either A2 [ng)xi[F§3)xgx%xf]J with no x~ assoclated with Fl’ or
(%
Aéz) = [Fiz)xi[FéB)xgx%]xi] with no x2 assoclated with F2.

C. Prediction Span Indicator

4 prediction span indicator, a device not used 1n any of the

algorithms, can be assigned to each type of prediction to indlcate
whether or not an algorithm is leading to}a nonessential solution.
4n snalogous situation In natural language is that of the

prediction of a genitive modifier by a noun. Since the modifier need not
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occur, the prediction must be marked so that if it remains unfulfilled, the

analysis is not judged incorrect.

This index specifies whether a given prediction may remain unfulfilled

in the analysis of an essential formula. When a given variable is being
tested, it is possible that a preferred argument cannot be selected on the
basis of the predictione preceding the first sentinel in the prediction pool.
In this case, before the unfulfilled predictions and the sentinel are wiped
from the pool (transfer(11/8)in Program 4-5), so that the algorithm can
continue to test on the next set of predictions in the pool, the prediction
span indicators of the unfulfilled predictions are tested. If any of the
wiped predictions require fulfillment, this 1s sufficient indication that the

selected preferred arguments are not leading to an essential formula.

5. Correlation of the Essential Formula Model with Natural Language

To correlate the model with natural language, the structure and
enalysis of natural language will be put into abstract algebraic terms. 4
sentence in a natural language consists of a finite set of elements in a
given order. Since, iIn general, a word tested out of context gives no
infornation about the neighboring words, the elements of the sentence may
be considered as varisbles. A sentence can then be described as a sequence,
S = Pﬁ}xz,.,,,xn], where words, punctuation marks, as well as other symbolcs
are its elements.

The set of alternative arguments associated with each word can be
retrieved from a dictionary (such as the Russien-English automati; dictionary

described in Chap. 3). The informetion aveilable for syntactic analysis can




/0"45
be expressed as follows:

’

s - [le’ﬁl’Yl’"°’x;2’ﬁ2’Y2’"','..’XZn’Bn’Yn""]
where the right supersoripts represent the alte;native arguments of Xy e

It should be noted that functors are not explicit in this representation
of a sentence.

The method of predictive synteotic analysis consists of the
selection of a preferred argument from the predictions in the pool. The
arrival at a syntactic analysis of a sentence, including the esteblishment
of relationships among the words in tho sentence, implies that the
“functors® are recognized in the analysis. The functors cannot be
determined by an examination of the individual words; their occurrence can
only be established from the preferred argument and the prediction which
selected 1t.

If qij represents the preferred argument of word xJ selected by
prediction Py from among the alternative arguments aj’ﬁj’Yj""’ then ths
relationship of the functor to the preferred ergument and to the
prediction can be formalized as FJ = Fj(pi’qij)’ where Eﬁ, as a function
6f Py énd qij’ represents the role played by xj in its enviromment in a
particular sentence. An analyzed sentence SA can then be represented by
] lf P, %1 p&chzkz,z’ “.’pknxzkn@ nl

J

SA L xl o

ki < i, where k; is the index of the variable making the prediction that

hae selected the preferred argument. The preferred argument is denoted by

T
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the right superscript, dnd the prediction selecting the preferred argument

is denoted by the left superscript.

' Bach word in a gentence now has two functions: (1) it assumes the
role of a variable in fulfilling a prediction previously placed in the
prediction pool; and (2) as a function of p; and 9 47 it assumes the role
of a functor, and makes further predictions which will be placed in the
prediction pool. |

The representation of an analyzed sentence 1s an attempt to illus-
trate what is known about the sentence and its individual words as it is
being analyzed. Obviously, some information is known about a sentence before
the analysis of the sentence even begins. For example, every sentence 1is
expected to have a subject and a predicate as well as a perlod or some other
punctuation mark denoting its completion. An initial symbol is introduced
to denote this information so that

e [I,pklqu-kl,l’pkzx;lkz,z’”.,pknx:kn,n]

To complete the correlation of the essential formula model with this
notion of a natural lenghage, a linkage or merger of every functor with the
immediately preceding variable is hypothesized. The variable then becomes
the representation for a word, and the functor becomes part of this repre-
sentation and need not be considered a separate entity. In Bxample 10, the
merger of a functor and the variable immediately preceding it is indicated
by a pair of slurs,Z.

1).1

& P(B) 3 F XéXZn After analysis,

() I (
,ﬁ\?xjfgis 10. A :*\JNIE_ xy Iy xszxz 3
2)11(3) 1327 (1) 1) 2
é{?l xl[F2 XZXBXA][FB x5]x6],
~ N




&=41

")
The sentence represented by this example would be [xi,x%,xg, i,xé,x ]

vihere xi and xé are selected by the initial predictions; x%, xg, and xi are
selected by predictions generated by X3 and xé 1s selected by a prediction

generated by X, .

6. Conclusions

Although the formal development of the model stems from several
previously published papers, the main inspiration ceme from a careful study
of Rhodes' empirical predictive syntactic analysis technique, as applied to
Russian.

It 1s assumed that the structure of the Russian language is nested
in the manner of the AM-theorem. That is, if a sentence is interrupted by
& phrase or clause, the embedded phrase or clause will have been analyzed
completely before the analysis returns to the main part of the sentence.
The phrase or clause will have no eflect on the words following it. This
nesting feature was brought out in the theorems beginning with Theorem 2,
where 1t was shown that an essential segment, a nested strugture, could be
removed from an essential formula, leaving the resuliing formula essential.
The unique decomposition theorem (Theorem 3) indicated that & sentence in
the model, like most sentences in the Russian language, could be decomposed
uniquely into its phrases and clauses.

In the experimental program (Chap. 5), it will prove convenient to
extend the concept of nesting in naturél language. Individual phrases and
clauses can be considered as structures within which nesting can occur.

For example, a clause can be divided into three nested structures: all the
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words constltuting the subject, the predicate, and the object. Each of
these structures might contaln other nested structures. Therefore, if the
sentence 18 to remain grammatically complete, a random nested structure
cannot be removed from it.

Theorems 2 and 3 also point out the main difference between a well-
formed formula and an essential formula. Any well-formed segment of a
well-formed formula is firmly connected to the larger structure of the
formula. The well-formed segment can be removed and a simple variable
substituted in its place, but some symbol must remain to indicate the
presence of the well-formed segment in the original formula. At the same
time an essential section in an essential formula represents a structure
completely subordinete to a variable, which in turn 1s tied to the larger
structure of the formula. Whether or not the subordinate structure is
present 1s immaterial.

This difference can be best illustrated with two examples. Consider
the well-formed formula Al = [F&z)xl[Féz)xzxj}], where the parentheses are
used to indicate the well-formed segments in the formula. (The individual
variablee are well-formed formulas, but their parentheses have been omitted
for clarity.) The well-formed segment Féz)x2x3 can be replsced by a
variable, but the complete absence of the segment with no substitute would

render Al non-well-formed. In contrast, consider the essential formula

= [p(R), [R(2) (2)
Aﬁ = [Fl xi[ré X2x3]xz]. The essentisl segment F2 X, X4 can be removed
from the formula and the variables Xy and x4 will remain to satisfy the

predictions from Fl’ and [Fiz)xlxé] still will be an essential formula.
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A second assumption made about the Russian language was that the
syntactic role of a nested structure in the larger framework in which it
1s embedded could be completely determined by the syntactic role played
by its first word. Exceptions to this assumption exist in the lauguage,
but it seous that they occur rarely enough to permit their analysis by
more circuitous'methoda without a sacrifice of the efficlency of the
predictive syntactic method as a whole. In the model this first word of
a nested structure is represented by the variable which also takes on the
role of a functor. 4s a varlable, 1t fulfills the role of the entire
nested structure in the larger structure. A4s a functor, the first word
forms the ties to bring together all the words within the nested structure.

Such an assumption cannot be made consistently about the English
language. When the two Russian noun phrases, Goabwoit zom and GobIm® zoua,
are compared with their English counterparts, "the big house" and "the big
houses", it can be seén that, in the Russlan phrases, number (singular and
plural,'respectively) is Indicated by the paradigmatic forms of the
adjectives, whereas number is not indicated by the adjectives in the
English phrases. Also, the paradigmatlic forms of the Russian adjectives
indicate case, information that is completely lecking in the English
equivalents. To determine the complete specifications of the English
noun phrases, it is necessery to look at the nouns as well as at the
adjectives preceding them.

4 partial verification of the usefulness of the model of the

essential formula will be presented in the experimentel results described

in Chap. 5.
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CHAPTER 5

AN EXPERIMENTAL SYNTACTIC ANALYZER

1. Introduction

The experimental syntactic analyzer presented in this chapter is a

systemf that syntactically analyzes Russian sentences by a left-to-right
pass utilizing the predictive syntactic analysis technique discussed in the
preceding chapter. The present experimental program, which was written in
January 1960, will be discussed from the point of view of several problem
areas. The discussion of these areas should provide an adequate indication
of the approach of predictive analysis,as well as the more pertinent details
of operation, but no systematic attempt will be made to consider all the
aspects of the program in complete detail.

The various rules by which this program operates constitute a veri-
fiable although incomplete grammar of the Russian language. Traditional
grammars abound with exceptions to the rules that are stated. The grammatical
- rules that are used in the syntactic analyzer will have to account for these
exceptions if all sentences are to be analy;ed by the program. Thus, it is
necessary to find broad rules which govern the behavior of the exceptions as
well as the more usual occurrences. Through these rules, the main goal of
the experimental analyzer is to eliminate any ambiguity in the syntactic roles
that are played by the words in a sentence. As the program is improved, the
grammar of the program will better approximate the grammar of the Russian

language.

7("'.f‘he program for this system was written by W. BOSSePtlu



The experimental program is not a method for obtaining rules, as 1is
the proposed trial translator or algorithm finder of Giuliano.2 The only
limitations on rules to be utilized in predictive analysis are that the
words in the sentence under analysis must be scanned in a left-to-right order,
and that the predictions must be stored in such a manner as to adhers to the
basic nesting characteristi: 26ﬁapter L) which, according to Yngve's
hypothesis,3 is applicable to many natural languages. Within these con-
straints, anything can be tried. 4 continuous attempt 1s made to keep the
rules as systematic as possible ih order to keep the data hsndling mechanism
to a minimum. The rules that have been adopted to date in the experimental
program are due to a knowledge of the Russian language systematically
organized in existing grammars, elicited from native informants, and obtained
as a consequence of earlier experiments.

After new rules are developed, the experimental program existing at
that time is modified so that the new rules are incorporated. Several texts
are analyzed with the revised program, and the output is then studied to
determine whether the theories expressed by the new rules have been sub-
stantiated. There are usually many exceptions to new rules. Thess exceptions
become obvious when the new rules are applied systematicslly to several texts,
and then newer,smore complete rules can be established.

Many of the subroutines used in the experimental program are named
after classical grammatical terms, such as subject prediction. 411 of these
classificatiorns are explicitly defined within the context of the experimental
program. These definitions need not coilncide with the classical grammatical

definitions, but they resemble the classical definitions closely.
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Although it is rot necessary to analyze many texts to determine
the faults and limitations of a version of the experimental program, it
is dangerous to reprocess the same texts for more than a few versions of
the program. If the same texts are used repeatedly, the syntactic analysis
program becomes a program specifically designed to analyze tﬁe writing
styles of the several authors of the test texts. All the 1llustrationms
of actual analyzed output have been taken from text OOAA, a text that was
used for two verslons of the é?perimental program and is therefore not
sultable as test material for future versions.

In the discussion of this chapter it 1s essential to distinguish
errors from mistakes. An error is a faulty decision in the experimental
program which leads to an incorrect analysis of a sentence where the
difficulty is recognized by some technique in the program. A4 mistake is
a similar faulty decision where there 1s no indication that an incorrect
analysis has been made.

In this chapter; the mechanism of predictive analysis is introduced
with the analysls of two short sentences by a greatly simplified version
of the present program (Sections 2 and 3). The details of the experimental
program are presented in Sectlon 4. The following four sections (Sections 5
through 8) are devoted to discusslons of examples of output that demonstrate
various interesting features of the program; and a brief summary of problems

that are still to be solved is given in Section 9.

2+ An Illustration of Predictive Syntactic Analysls

The method of predictive syntactic analysis will be exemplified by

the analysis of the simple sentence:Kpacmuit cron mmeer morm, (Fig. 5~1).
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To make the analysis procedure more lucid, a greatly simplified version of
the analysis technique is 1llustrated. The number of predictlons in the |
prediction pool is reduced, and only a small but essential fraction of the
predictions is deplcted. The experimental system will be discussed in

Sections 4 to 9.
The format of Fig. 5-1 is indicative of the information that 1s

stored in the computer memory, although, obviously, in the memory the
information need not be literall spelled out. Seven concepts introduced

in Chapter 4 have been utilized in this representation.

(1) Alternative argument — The starting point of predictive

analysis is the informatlon about the arguments of words that-is obtainable
from & dictionary. Since the lexical properties of words do not always
define a unique argument, a set of alternative arguments must be considered.
An alternative argument will be noted in this chapter by a pair of slashes;
thus, CTOJH has two alternative arguments, /noun, nominative, plural,
masculine/ and /noun, accusative, plural, masculine/. This concept of
argument and alternative argument 1s completely'pérallel to Definition 20

of Section 4.44A.

(2) Predictlon pool — The program analyzes every word in a

sentence by attempting to fulfill predictions which are potential grammatical
relationships among the words of a sentence. The predictions are stored in a -
prediction pool which is operat;d approximately as a pushdown store, in the
sense that the last prediction entered into the pool is the first one

tested for fulfillment.
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(3) Prediction span indicator (PSI) — & prediction span indi-

cator 1s assigned to each prediction indicating how long the prediction is
to be allowed to remain in the pool. The prediction span indicators used

in the simplified illustratlon are:

PSI = 00 — The prediction must be fulfilled by the next
word in sequence or not at all.

PSI = 01 — The prediction must be fulfilled during the
analysis of the sentence.

PSI = 02 — The prediction may be fulfilled more than once
in a single sentence ana therefors must never
be wiped (that is, erased) from the prediction

pool.

These definitions of the prediction span indicators are intended solely for
the illustration of the simplified program. New PSI definitions will be made
when the present experimental program is discussed in detail (Section 4).

(4) Intersectlion — In testing the alternative arguments of a
word against the predictions in the prediction pool, an intersection takes
place when an alternative argument cen fulfill a prediction.

(5) Preferred argument — The preferred argument is the alterna-

tive ~rgument of the first intersection in a test sequence (see Definition 21,
Section 4.44). In the test sequence, all the alternative arguments of a word
are tested against all the predictions in the pool in their respective orders,
such that each prediction, in turn, 1s tested against the set of alternative

arguments. The prediction that intersects with the preferred argument becomes

known as the attributed argument of the word.
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(6) Hindsight — During analysis, information, other than the
preferred argument, that has to be stored, is put onto a second output file,
called the hindsight. For example, if more than one alternative argument
intersects with a prediction in the pool, all intersecting alternative
arguments but the first, which 1s the preferred argument, are put into
hindsight.

(7) Chein number — The chain number is an index that is
incremented whenever the predictive syntactic analysls program cannot, on
the basis of the predictions stored in the prediction pool, select a

preferred argument for a word.

The first step in the program, at the beginning of each sentence,
is to set the chain number to zero and insert an initial set of predictions
into the prediction pool (Fig. 5-1.2). The PSI and the source of the
predictior are stored with each prediction. The symbol "INIT." refers to
the seven initial predictions. The four predictions with PSI = 01, subject,

predicate head, object, and end of sentence, predict the correspdﬁéing

elements of the sentence which, for the purpose of this example, are self-
explanatory. The functions of the other three predictions will be
discussed subsequently in Sections 3 and 5.

Bach word is processed by the program in a three-step cycis:
(1) the alternative arguments of the word are placed in a central memory
location; (2) each prediction is tested against ell the alternative
arguments of the word, the preferred argument 1s identified and noted, and
the appropriate information is recorded on hindsight; (3) the prediction

pool is updated. 4n accurate syntactic analysis is closely tied to the
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ordering of the predictions in the pool and of the alternative arguments of
the words. The ordering of the alternative arguments is only secondary,
however, since all the alternative arguments are tested against every
prediction in turn.

After the alternative arguments of kpaommlt are brought into memory
(Fig. 5-1.3), the testing for intersections begins. The first intersection
is found in the test of the first alternative argument, /adjective, nominative,
singuler, masculine/, against the first prediction, subject. The preferred
argument (Fig. 5-1.4) and the attributed argument, together with the source
of the fulfilled subject prediction, are entered on the main output file
(which is labeled in Fig. 5-1 "preferred argument"). The subject prediction
is crossed out to indicate that, since it has been fulfilled, it will be wiped
from the pool when the pool is updated.

The testing for intersections 1s continued. No intersections are
encountered in fhe tests between the first prediction and the second alterna-
tive argument, the second prediction and either alternative argument, and the
third prediction and the first alterggtive argument. 4 second intersection 1s
discovered between the 221222 prediction and the alternative argument, -
/adjective, accusative, singular, masculine/. Since the preferred argument
has already been ostablished, this intersection is recorded on the hindsight
file (Fig. 5-1.5).

It 18 necessary to record the alternate intersections, since the
selection of kpacmeii as the subject is made arbitrarily, based only on the
ordering of the predictions in the pool. In the analysis of any sentence,
there is no way of kaowing whether the arbitrary. selection is the correct

one, without analyzing the remainder of the sentence. In the event it is
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discovered later that the selectlion was mads inappropriately, the hindsight
will contain a 1list of the other possible alternatives which can be
substituted for the inappropriate one.

The ordering of the predictions in the pool is of primary importance
in the analysis of a sentence. The predictions that are expected to be
fulfilled first in regular sentences are placed toward the top of the pool.

Thus the subject prediction is above the predicate head predictlon, which,

in turn, is above the object prediction. If, at a given point in the
analysis of a sentence, there is a cholce of several predictions which
might be fulfilled, then the most likely prediction will provide the first
intersection.

After the second intersection, the testing for intersections is
continued once more, hut no more intersections are found. After the
completion of the testing phase, the prediction pool is updated. The
fulfilled subject prediction is wiped from the pool. Every adjectival
preferred argument generates a masier prediction with PSI = 00, where a
magter is defined as a noun or another adjective following immediately
after the analyzed adjective and agreeing with the analyzed adjective in
case, number, and gender (Fig. 5-1.6).

Also, after identifying the subject of the sentence, it is possi-

ble to modify the predicate head prediction, since the predicate must

agree with the subject in person, number, and gender. In this particular

example, the predicate head is modified so that only a third person,

singular, masculine predicate can fulfill the prediction.

The source of both the master prediction and the modified predicate

head prediction is listed as "WD 1", referring to the first word of the
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sentence. The source of a modified prediction is always listed as the
number of the last analyzed word that has modified the prediction.

The testing cyocle for kpacmut has been completed and a new cycle
is started by bringing into memory the alternative arguments of the second
word, the noun orox (Fig. 5-1.7).

Two Intersections are found when testing the alternative afguments
of cron agalnst the predictions in the pool (Fig. 5-1.8). The preferred
argument, and attributed argument, due to the first intersection between the
magter prediction and the alternative argument, /noun, nominative, singular,
masculine/, are recorded on the main output file. The second intersection
between the object prediction and /noun, accusative, singuler, masculine/
is.posted on the hindsighﬁﬁfile.

The prediction pool is then updated (Fig. 5-1.9). Evar& nominal

preferred argument produces a noun complement prediction which can be

fulfilled by an adjective or noun in the genitive case following immediately,

af'ter the analyzed noun. The noun complement replaces the fulfilled master

prediction at the top of the pool. Since there are no other modifications
to the prediction pool, the alternative argument of the following word, the
verb msesT, 1s brought into the central memory location (Fig. 5-1.10).

Only one intersectlion is discovered, resulting in the attributed

argument, predicate head, and the preferred argument, /verb, third person,

singular, presen{ tense, indicative, transitive/ (Fig. 5-1.11).

In updating the prediction pool, the noun complement together with

the predlcate head is wiped, since the PSI of the former prediction is 00

and the prediction has not been fulfilled. Since the verb is trensitive,

the object prediction can be modified so that only an sccusative object can
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fulfill the prediction (Fig. 5-1.12), Prior to this modification, either

an accusative object or an instrumental object would have bean accepted.
After the prediction pool is updated, the three alternative argu=

ments of the noun mory are brought into the central memory location (Fig.

5-1,13). The testing for intersections 1s then resumed.

There 1s a single intersection resulting in the atiributed argument,
object, and in the preferred argument, /noun, accusative, plurel, feminine/
(Fige 5-1.1L). After this information is recorded on the main output file,
the prediction pool is updated once again, Since the last analyzed word

had a nominal preferred argument, a noun'complement prediction is entered

at the top of the pool., (Fig. 5-1.15).

The single alternative argument of the punctuation mark, /period/,
is then brought into the central memory location (Fig. 5-1.16). Testing of
the alternative argument against the predictions in the pool produces one
intersection, which results in the preferred argument, /end of sentence/
(Fige 5-1.17). The prediction pool is updated for the last time, and both

the noun complement and the end of sentence predictions are wiped, the

former because its PSI equals 00. The analysis is now complete (Fig.5-1,18).
The results of this analysis wlll now be reviewed., For every word
in the sentence a preferred argument has been selected according to the con-
tents of the prediction pool. This is indicated by the fact that the chain
rumber is still zero. No predictions with PSI = Ol remain in the prediction

pool, which indicates that every prediction that was expected to be fulfilled

was indeed fulfilled during the analysis of the sentencs.
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Thesa two results, chain number equal to zero and no remaining
predictions with PSI = 01, ocourring together, give a strong indication
that a correct synteotic analysis of the sentence has been obtalned.

This 1s not meant to imply that the analysis is both unique and correot.

A stronger indloation would exist if, in addition, there wereno information
recorded on the hindsight file. To determine whether another analysis is
feaslble, the entire analysis procedure must be repeated and the first

word must be considered as the objeot of the sentence. In this example,

of course, no alternative analysis is possible.

3+ BEnd Wipe and Arbitrary Cholce Predictions

The analysis of the sentence, KpacHmii croa ymeerT HOrM, proceeded in
a stralghtforward manner. The output of the program was a correct syntactic
analysis, as a matter of fact, the only possible correct analysis. Such a
simple sentence can always be correctly analyzed on a single pass.

The true merits of predictive syntactic analysis become evident only
when the ability of the program to detect errors in analysis and to record
clues for a projected correcting pass 1s considered. If it is assumed that
(1) the sentence being analyzed is grammatically coivect, so that there is
no need to test whether or not the sentence is grammatiicel, but only to find
a grammatical formulation of the set of alternative arguments, (2) all the
words have been found in a dictionary in which there are no errors, and (3)
the words 1n the sentence have not been misspelled, then the two predictions,

end wipe and arbitrary choice, provide a mechanism for the detzction of

errors in the analysis. The rules for the operation of these two predictions

in the existing program are as follows:
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(1) End Wipe - If no intersection has been discovered in the
testing of all the predictions located in the pool above the end wipe
prediction aéainst ;he set of alternative arguments of the word currently
belng tested, then all of the tested predictions, including the end wipe,
are to be wiped from the prediotion pool.

For the purposes of this simplified example, however, only such
predictions that do not have a PSI = 02 will be wiped from the prediction
pool. Since the end wipe predictlion itself has a PSI = 02, it will not be
wiped. So long as only e simple sentence is considered, the scheme adopted
for this example cannot be distinguished from the one that is used in the
experimental program.

(2) Arbitrary Choice — If no intersectlon has been discovered

in the testing of all of the predictions located in the pool above the

arbitrary cholce prediction against the set of alternative arguments of the

word currently being tested, then the first alternative argument of the

word is to be selected as the preferred argument, the attributed argument

-y

arbitrary choice is to be assigned to the word, all other alternative

arguments of the word are to be listed on the hindsight file, and the chain

number is to be incremented.

The end wipe prediction serves a double purpose when used in the
manner outlined. Primarily, it functions in the prediction pool as a
sentinel designating the end of a set of predictions of a given nested
structure in the sentence (see Section 4.3). Having reached this sentinel
with no previous intersections, it is assumed by the program that the

nested structure has been completely analyzed,; and the word being analyzed
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belongs to another nest in the sentence. This function of the end wipe
prediction is not eelf—évident in the simple example of this section, but
will be pointed out later when actual output of the pred;ptive syntactic
enelysis program is studied.

The second function of the end wipe prediction is to provide a
mechaniem to wips the entire prediction pool in the event an error is
discovered. 4n error in analysis 1s assumed whenever there are no ilnter-
sections between tho alternative arguments of a word and the predictions
in the pool. Since an error is always discovered after the fact, there 1s
a question as to which predictions in the prediction pool might be meaning-
less because of the propagation of this error. Rather than leaving the
predictions in the pool and continuing the possibility of propagating an
error after its existence has been ascertalned, the predictions in the pool
with several exceptions are wiped and the analysis continues with a clean
alate. The second function is actually a special case of the first function
when all the predictions in the pool are considered as the nested structure
of the sentence as a whcle.

The significance of this wiping operatlon is that whereas any
nested structure, the beginning of which has already been recognized and
for which predictions have been made, will not be analyzed completely,
complete nested structures, occurring tc¢ the right of the word which causes
the wiplng of the prediction pool, will be analyzed correctly. For languages
in which a AM—theorem holds this is true, @8 has been proven for certaln
artificial languages.

The predictive syntectic analysis method requires that a preferred

argument, be selected for every word. Even if the attributed argument is
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an arbitrary cholos, new predictions can be generated for the updated

prediction ﬁool by the preferred argument,and so any nested structure which

can be predicted by the word labeled grbitrary choice can be identified on

the same pass.

Sinco the first elternative argument 1s arbitrarily chosen as the
preferred argument, in the event it 1s discovered later that thls cholce
was made in error, a list of the other potential choices will be available
in the hindsight file. If the alternative arguments are ordered in

decreasing probability of oocurrence, then arhitrary choice preferred

arguments will have the best opportunity of being selected correctly. As
was mentioned earlier, the ordering of the alternative arguments is only
seoondary, however, since all the alternative arguments are tested against
each prediction in turn. In the instances where more than one intersection
is found, the greatest effect on the selection of the preferred argument
will be the ordering of the predictlons in the prediction pool,as discussed
in the preceding section. Poor ordering, especlally in the prediction pool,

will be indicat nd by frequent wrong analyses on the first pass of a sentence,

£ S s

with the correct analysls noted on the hindsight file.

The end wipe prediction in its second role and the arbitrary choice

- predlotion are used in the second illustrative example (Fig. 5-2). The

same prediction span indicators are used in this example as in the example
of the preceding sectien. The same words in a rearranged order, corre-
sponding to the emphatic statement:Horm mmMeeT xpacmmit oros, will be used

(Fig. 5-2.1).
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Fig. 5-2 (contirmued)
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The anelysis starts in the same mnne¥ as In ths Previous example.
After initializing the program (Fig. 5-2.2), the alternative arguments of
HOr'% are brought into the central memory location (Fig. 5-2.3). The
attributed argument, subject, and the preferred argument, /noun, nominative,
plural, feminine/, are assigned to moru as a result of the first inter-
section between the firat prediction and the second alternative argument
(Fig. 5-2.4). The second and only other intersection between the object
prediction and the alternative argument, /noun, accusative, plural,
feminine/, is noted on the hindsight file.

The prediction pool is updated with the addition of the noun
complement prediction after the subject prediction has been wiped
(Fig. 5-2.5). Since the subject prediction has been fulfilled, the

predicate head prediction can be modified so that only a third person,

plural, and feminine predicate can fulfill the prediction.
The one alternative argument of the verb meer is brought into the
cental memory location (Fig. 5-2.6) and is tested against the predictions

in the pool. There is no intersection with the noun complement prediction.

Likewise, there is no intersection with the predicate head prediction since

/mMeeT 1g singular and the prediction has been modified so that only a
plurel predicate can fulfill it. Mo intersections are discovered in testing
the alternative argument against the objecl and infinity predictions. (The
latter prediction will be discussed in Section 5.)

The lack of an intersection 1s sensed by the end wipe prediction,
which then wipes some of the predictions from the prediction pool
(Fig. 5=2.7). The predictions for which PSI = 02 are not wiped (by the

definition edopted for this example). Since two of the predictions,
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predicate hoaed-and object, that are wiped have PSI = 01, their wiping is

recorded on the hindsight filh. The testing for intersections is continued.

Since there 1s no intersection with ths end of sentence prediction, the

arbitrary cholce prediction selects the alternative argument as the preferred

argument and assigns the attributed argument, arbitrary cholce, to mesT.

The arbitrary choice prediction also increments the chain number (Fig. 5-2.8).

Even though the verb is transitive, no object prediction which can
be modified is left in the prediction pool. The remaining four predictions
are pushed to the top of the prediction pool (Fig. 5-2.9). The two
alternative arguments of KpacHidt are then brought into the central memory
location (Fig. 5-2.10).

Once more, no intersectlons have been found when the end wipe
prediction is being tested. But since there are no predictions in the pool
that can be wiped, there is no explicit change in the pool. No intersections

have been found when the arbitrary choice prediction is being tested, so that,

the attributed function, arbitrary choice, is assigned to Kpacmii. Since

there are two alternative arguments of Kpacmmli, the first one 1s arbitrarily
selected as the preferred argumenp’and the second one is recorded on the
hindsight file (Fig. 5-2.11).

A master prediction is entersd at the top of the updated predietion
pool sinc;'upacnmﬁ'has an adjéctivgl preferred argument (Fig. 5-2.12). The
alternative arguments of crox are brought into the central memory location
(Fig. 5-2.13) and are tested against the predictions in the pool. A single
intersection is discovered which results in the attributed argument, master
(of arbitrary choice% and the preferred argument, /noun, nominative, singular,

masculine/ (Fig. 5-2.14).
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The prediction pool is updated with the addition of a noun complement

prediction (Fig. 5-2.15% and the alternative argument of the punctuation
mark i3 brought into the central memory location (Fig. 5-2.16). The
single intersection resulting in the preferred argument, /end of sentence/,
ig noted on the mein output file (Fig. 5-2.17), after which the prediction

pool is updated for the last time (Fig. 5-2.18). The noun complement

prediction is wiped at this time because its PSI = 00.

If the output 18 now scanned, the chain number is discovered not to be
equal to zero, and if the sentence is, indeed, gremmatically correct, it
can be assumed that thore was an error in the analysis. In the analysis of
this sentence, the error can be identified in the hina;ight by the alternate
object attributed argument of Woru and the wiped object prediction. 4
second pass through the sentence, assigning the alternative attributed
argument to HOrum,would lead to a correct syntactic analysis.

Although in the analysis of the first word of the sentence there
was an error which was subsequently discovered when analyzing the second
word, no attempt was made to correct the error at that time. In this
sentence the error was obvious and could have been corrected immediately.
But it is possible that errors in other sentences might not be so obvious,
and there might be seversl clues throughout the remainder of the sentence
that would ald in determining the necessary correction. While continuing
with the analysis, the subordinate nested structure of the noun phrase,
KpacHElt cTox, was correctly ldentified, as would be any other nested structure
that followed in its entirety the identification of the error. Unless sume

evidence suggesting that corrections be made at once when the errors are
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discovered comes to light, correction will be attempted only after the
analysis of an entire sentence.
Since the implications involved in error correction are not yet
clear or understood, no attempt has been made yet to write such a program.
Te ocuoclude the discussion of this illustration, 1t 1s interesting

to see what would have happened 1f the end wipe and arbltrary choice

predictions had not been invoked and the noun complement, predicate_head

and object predictions had been allowed to remain in the pool after the
error wag discovered. JuseT would have modified the object prediction so
that only an accusative object would have fulfilled the prediction. The
adjective xpacrupt would have been accepted as the object of ¥MeeT, and cTOx
would have been accepted as the master of (the accusative adjective)
kpacHuit. This result seems to be far less satisfactory than the one

illustrated.

4. The Predictive Syntactic Analysis Program

The input to the predictive syntactic analysis program is a text ¢
in which every word is represented by a line in the texthadic format
(Fig. 5-3a) (see Section 3.4). Two outputs, the main output file (Fig. 5-3b)
and the hindsight file (Fig. 5-3c), are produced by the program. Column 9,
which in the textnadic format contains the dictionary entry number, is
Teplaced on hoth cutput files by the attributed argument of the word and by
the text serial number (modulo 1000) of the word that was the source of the
prediction thet resulted in the attributed argument. In columns 6 and 7 of
the output file, the alternative arguments are replaced by the preferred

argument. On the hindsight file, esch interseeting alternative argument
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that has not been selected as the preferred argument is represented by
a line, and the alternative argument itself is placed in colums 6
and 7. Two extra columns exlst on the main output file which are re-
ferred to as columns 3A and 3B. Column 34 contains the chain number
aftar the analysis of the word represented by the 1l0-word item.
Column 3B contalns the number of prédictions in the prediction pool bg-
fore the analysis of the ourrent word. Moreover, whenever a prediction
which should have been fulfilled is wiped from the pool, it is marked on
the hindeight file (Fig. 5-3d). |

It should be stressed once more that the single English corre-
spondent of the Russlan word that is included in a texthadic item has
little significance in the translation of the examples given in this
cﬁapter. The purpose of its appearance is to ald the reader who understands
no Russian.

The machine program that has been written by Bossert consists of
two sets of subroutines in addition to a skeletal section. The actual
analysis is carried out by the subroutines while the skeletal section

performs the necessary bookkeeping tasks. The skeleton provides the

mechanism for stepping through both the predictions in the pool and the
alternative arguments, so that a single alternative argument is tested
against a single prediction at a time. It.also provides the mechanism

for updating the prediction pool.

Lesesn

The first set of 22 subroutines, called essences (Table 5a of

Appendix F) represent syntactlc relationships that are predicted and

fulfilled during syntactic analysis. The subroutines themselves carry
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out all the tests to determine whether & prediction is fulfilled by one
(or more) of a set of alternative arguments. There 1s an essence sub-
routine for every prediction thet can.be stcred in the predigtion pool.

The second set of 25 function type subroutines (Teble 5b of
Appendix F) represent word categories similar to the familiar "parts of
speech" and "syntactic roles". These subroutines make the new predictions
which are then put into the prediction pool and also modify existing
predictions in the pool. The first group conéiéts of 15 subroutines
that represent the parts of speech and meke new predictions hased on the
preferred arguments of the analyzed words, whereas the second group consists
of 10 subroutines that represent the syntactic roles and modify existing
predictions in the pool according to the attribuied arguments of the
analyzed words. }

If the name of a subroutine is likely to be misleading, a suffix
"-E" for essence type subroutine and a suffix "~-T" for the function type
subroutine heve been appended to the name.

The subroutines are completely independent, that is, only one
subroutine is used at a time. Once control is passed to the subroutine,
the subroutine retains control until the testing or generating process
is completed, after which control is returned to the skeletal program.

The relationships among the alternative arguments, the predictions,and
the subroutines are shown in the tables of Appendix F. A detailed example
of thevuse of the tables is als§ given in the appendix.

The interrelationships between the predictions and the alternative

arguments have been condensed and summarized so that they could be
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presented, in their entirety, on two pages (Table 5-1 and 5-2). The
preferred arguments that can fulfill the 22 essences (or predictions)
listed in Table 5-1. In Table 5-2 are listed the predictions that are
made or modifled by the preferred and attributed arguments.

As an example of the use of thess tables, the subjeot prediction
can be fulfilled by a poun, pronoun, adjective, numeral or yerh alternative
argument (Table 5-1). This table does not indicate that the first four
alternative arguments must be nominative, nor does it indicate that the
verb must be infinitive. For this detalled information, the tables in
Appendix ' must be referred to. If a noun is selected as the subject, the

noun complement predictlon is made by the poun preferred argument, the

predicate head prediction is modified, and & compound subject prediction

as well as an infinity and end wipe prediction is made by the adjective-noun

subject attributed argument (Table 5-2).
With the set of subroutines that are in the experimental program,

the following nested structures are recognized:

1. Noun structure ~ a string of adjectives terminated by a

single noun, where all the adjectives and the noun agree
in case, number,and gender.

2+ Noun phrage — a noun gtructure in any case possibly followed
by one or more noun structures in the genitive case.

3. Prepositional phrase — a preposition followed by a noun

phrase where the initial noun structure is in a case

that can be governed by the preposition.
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njunction
njunction-T

Adjective Predicate Head

Participle

Preposition
Adverb
End of Senterce

Infinite Co
Helative Co
Gerund

Comma

adjective
Numeral
Verd

? S—

Noun
Pronoun

Essencas

Left Object-B

Compound Left Object-E
Object-E

Compound Object-E

Master/ (of essence)

Noun Complement-E

Compound Noun Complement-E
Preposition Complement~E
Compound Preposition Complement-E
£rbitrary Choice
Subject~E

Compound Subject-E

Verb Master-E
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Compound Verb Master-E
Predicate Head

Compound Predicate Head
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Phraser
Infinity 11111
End of Sentence-E 1
Reletive Gonjunction-E 1
. Relative Pronoun-R
End Wipe

Alternative Arguments that Fulfill the Predictions in the Pool
TABIE 5=1
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Essences

Preposition Complement-B

Noun Complement-B
Object-B

Master/ (essence)

Verb Master-B
Left Object-B

Subject-E

Compound Preposition Complement-E

Compound Verb Uaster-E

Phraser

Compound Noun Complement-E
Relative Conjunctiom-B
Relative Pronoun-E
Infinity

End Wipe

Compound Left Chject-B

Compound Predicate Head
Compound Object-E

Compound Subject-E

Predicate Head

End of Sentence-RB
Arbitrary Choice

Adverb
Numeral
Pronoun

Noun | 1
Adjective 1
Preposition 1

Verb
Participle
Gerund

Preferred
Arguments

=
I

=
=

Verb Predicate Head
Adjective Predicate Head
adjective-Noun Subject
Pronoun Subject,

Verb Subject

Left Object-T

Object~T

Noun Complement-T
Preposition Complement-T
Verb Master-T

Infinite Conjunction
Relative Conjunction-T
Comma

Initial

End of Sentence

Attributed
Arguments

B B
8 8

=
o

e
{9899

EEBEB=

@{9
e
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®
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(S
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e
o
T
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Key: 1 -

Prediction made
"Compound" prediction made
Prediction modified

Prediction activated

Predictions Made by Preferred Arguments and Attributed Arguments

TABLE 52
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4. Verb phrase (including participial phrase) — a verb
or participle in any mood followed by one or more noun
phrases in cases which can be governed by the verb or

; perticiple.

5. (Clauge — Independent and dependent clauses are both
treated in the same manner in the present program.
Only three fundamental elementg of a clauge are
considered: subject, predicate, and object. Usually

there are several phrase structures within a clause.

The nested structures in the sentence often include combinations
of clauses and the several types of phrases. 411 the efforts until now
have concentrated on identifying all the members of a given clause or
phrase so that, at this time, there is no scheme in the program to
determine the syntactic relationships among the phrases and clauses.

The steps of th; e#perimental predictive syntactic analysis program
parallel quite closely the steps in the algorithms of the preceding chapfer.
The individual steps of the program are summarized formally in Iverson's
notation (Program 5-1).

The program is initialized for each sentence in steps 1 and 2.

The chain number is set to zero and an initial set of predictions is
gtored 1n the prediction pool.

The first word on the input file is read into the temporary store y,
and the alternative arguments of the word are listed in t (Steps 3 and 4).

A matrix 8, in which will be recorded sll the possible pairs of preferred

argunent and attributed argument, is cleared in steb 5
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Input file — sentence to be analyzed

Qutput file - preferred arguments and
attributed arguments

Output file — hindsight

Chaln number

Veotor representing predictions in predietion pool

Set of predictions put into the pool at the
beginning of every sentsnce

Arbltrary choice prediction

Alternative arguments of word x

Predictions to be made based on the preferred and
attributed arguments of word x

Updating operation on prediction pool

Symbolg of Algorithm for Predictive Syntactic Analysis
TABLE 5-3
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l — o <0

2 T *‘—'lrI

3 v —d, = >
4 I <~—t(y)

5 § —A

6 1 <« y(mt

7 > 1 <1} =
g gt < (r e Jr)/x, 6

9 .9..2 4_'"'15’ 92

0 |28 :n —
11 c «——cf

gt —x

13 Q2 4——ﬂ£cg
Y | = & <1/
15 ¥, «—E/8"
16 T~ £(5/8), kir)

Algorithm for Predictive Syntactic Analysis
Program 5-1.



The index i is initialized in step 6 and deoremented in step 7 to
allow for the process of step 8, where all the alternative arguments are
tested against each prediction in the order of the listing of the predloetions
in the pool. This testing for intersections ("/") results in a loglecal veotor
with length equal to L(r), each component of the veotor equal to "1% if the
corresponding alternative argument of tr can satisfy the prediction Ty The
veotor T is then reduced by this logleal vector,and the corresponding
potential preferred arguments are stored in Ql. For each potential preferred
argument, the appropriate potentlal attributed argument is stored 1n Q2

. (Step 9).

When thls process has been carried out for each prediction in the
pool, the program checks whether any preferred arguments have been discovered
(Step 10). If not, the chain number is incremented in step 11 to indicate
that there has been an error in the analysis, all the alternative arguments

are transferred to Ql (Step 12), and the arbitrary choice attributed

argument 1s placed in{o the corresponding positions of__9_2 (Step 13)950
that the program can arbltrarily choose a preferred argument.

In step 14, the first alternative argument of §, which is the first
alternative argument intersecting with a prediction in the pool, 1s taken
as the preferred argdﬁento If no prediction has been fulfilled, the first
" "alternative argument on the list § is recorded as the preferred argument
oanl (Step 14). In elther case, the appropriate attributed argument is
also recorded onﬁbl.

A1l the other alternative arguments on the list § are stored in the

hindsight file @b (Step 15). In the last step, new predictions are inserted
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at the top of the predistion pool based on the preferrsd argument and the
attributed argument of the analyzed word. The old prediction pool is
appended to the new pool from below after sultable modifications,
inoluding the wiping of predictions due to the activation of end wipe,
have been made to the predictlons in the old pool.

The process returns to step 3 and the next word is read into .

5. The Prepositional Phrase

The occurrence of certain words in a sentence such as adverbs,
commas, and some prepositions cannot be predicted. They occur without
any previous signal and therefore it is necessary to provide a special
scheme to0 analyze such words. In the experimental program, the infinity
prediction is the mechanism that permits the identification of such
words independent of preceding words in a sentence. Since there is an
infinity prediction in the pool at all times, these words are always
predicted.

If a word is predicted by the infinlty prediction, the syntactle
structure of the sentence is incomplete. All that is known about the
word 1s the nest within which it belongs, since each infinity prediction
is located in a set of predictions in the pool representing a nested
structure of the sentence under analysis. Only after the entire nest
has been analyzed can the word predicted by infiﬁitz be tied syntactically
to the rest of the nested structure. The infinity prediction always

inhibite the actlon of the end wipe and arbitrary choice predictions,

slace it is lccated above the other two predictions in the pool.

Wi

E
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Three examples will be used as illustrations of the analysis of
prepositional phrases. The texthadic input, the main output file containing
the preferred and attributed arguments, and the hindsight file (if any) will
be shown with each example.

A straightforward analysls is illustrated by the phrase Ha &HOZHOM
HArpyake jJemmy (Fig. 5-4). The rules for the analysis are given in
Appendix F. The single alternative argument, /preposition/, of ma fulfills
an infinity prediction, at least one of which is always in the prediction
pool. Since no other intersection is possible, nothing is written on the

hindsight file.

4 preposition complement predictlon is made for every ocase and number

combination that the preposition can govern. The four combinations that Ha
can generate are indicated in column 6 of the texthadic item. The priority

list for the ordering of the preposition complement predictions is given by

the first three characters of column 8. In this instance, the prepositional
(locative) predictions are listed prior to the accusative predictions. The
singular prediction 1s elways predicted prior to the plural prediction. The

first few predictions in the pool after the analysls of H2 are:

1. Preposition complement (locative singulax)
2. Preposition complement (locative plural)

3. Preposition complement (accusative singuler)
4. Prepasition complement (accusative plural)

5. ete. (0ld predictions)

Two predictions for each case are made for historlc reasons only.

It was convenient originally to make separate predictions for each case
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and number combination, To reduce the number of prediotions in future
versions of the experimental program, only two predictions should be made,
one for each case. Then each prediction would accept either a singular or
a plural prepositional complement,

The four alternative arguments of arozrolt are brought into a central
memory location and are tested against the predictions for intersectlons.
There is only one intersection between the first four predictions and the
alternative arguments, resulting in the preferred argument /adjective,
locative, singular, feminine/ and the attributed argument preposition
complement, There are no other intersections with the previous predictions
in the pool (from the earlier words in this sentence), so nothing is recorded

on the hindsight file.
Since the PSI of the preposition complement prediction is 00, the

three predictions which have not been fulfilled are wiped from the pool,
Four new predictions are inserted at the top of the new pool, the master
prediction by the adjectival preferred argument and the other three by the

preposition complement attributed argument; in the following oxder:

- (1) Master (of preposition complement) (locative,
~  gingular, feminine)

(2) Compound preposition complemant (locative)
(3) Infinity

(4) End Wipe

(5) ete. (old predictions)
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The two alternative arguments of Harpyske are brought into the
central memory location. Once more there is only a single intersection
between the alternative arguments and the predictions in the pool, and
rarpyske 1s assigned the preferred argument /noun, locative, singular,
feminine/ and the attributed argument master. Nothing is recorded on the
hindsight file,

Since the master attributed argument makes no predictions, only

the prediction of noun complement is made by the preferred argument., This

prediction replaces the fulfilled master prediction at the top of the pool

as follows:

(1) Noun complement

(2) Compound preposition complement (locative)
(3) Infinity

(4) End Wipe

(5) etc. (old predictions)

When the three alternative arguments of xamm are tested against
the predictions, the only intersection results in the preferred argument
/noun, genitive, singular, feminine/ and the attributed argument noun
complement. Once more nothing is written on the hindsight file.

Several interesting points of this analysis are werth noting:

(1) A1l the predic*ions for the analysis of the prepositional
phrase were located above the predictions that were in the pool just before
the phrase occurred. In fact, there is an end wipe prediction located

between the old predictions in the pool and the remaining new predictions.
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The analysis of the phrase has been carried out entirely independently of
any previous analysis of the sentence.

(2) A1l ambiguities in the adjective and the two nouns have been
completely resolved, and & unique case and number has been assigned to

each word,

(3) The analysis of the prepositional phrase wags completed with
no arbitrary choices, and no alternatives were recorded on the hindsight
file, This would indicate that the analysis was carried out correctly and

no other analysis could have been possible.
(L) The prepositional phrase consists of the preposition ra and

the two noun structures awogmolt Earpyske and zaurm which together make up
a noun phrase,
In contrast to the simple analysis of this phrase, consider the

phrase B mocxenyomx kackazax(Fig. 5-5). The preposition B, which fulfills

the infinity prediction, makes four preposition complement predictions as

did Bain the previous example, except that they are listed in the opposite
order, accusative first and locative second, since the priority order in
column 8 is different.

There are several intersecticns between the alternative arguments
of nocayesymmox and the predictions in the pool. The first intersection is
between the alternative argument, /édjective, accusative, plural/, and the

accusative plural preposition complement prediction. The second intersection

is between the alternative argument, /adjective, locative, plural/, and the

locative plural preposition complement prediction. As usual, the alternative
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argument of the first intersection is assigned as the preferred argument,
and the other intersections are recorded on the hindsight file,

The analysis of the preceding words in this sentence generated two
other, older, predictions, which are fulfilled by the alternative arguments
of noonegynmx. These two intersections are noted in hindsight; but, since
they actually have nothing to do with the analysis of the phrase, they will
be neglected here.

The prediction pool is updated, and &t the top of the pool is

entered a new set of four predictions:

(1). Master (of preposition complement) (accusative plural)
(2) Compound preposition complement (accusative)

(3) Infinity

(4) End Wipe

(5) etc. (old predictions)

There are no intersections whatsoever between the single alterna-
tive argument of xackagax, /noun, locative,\plural, masculine/, and the
predictions in the pool. When no intersections are found during the test-
ing of the first three predictions, the end wipe prediction is activated,
and all four predictions are marked for wiping from the podl. Since the
master prediction has a PSI of Ol, its wiping is listed on the hindsight
file, Because no intersections are found when the rest of the predictions
in the pool are tested, the alternative argument is taken as the preferred

argument by the arbitrary choice prediction, and the arbitrary choice at-

tributed argument is assigned. The chain number is then incremented from

0; to 060
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As is obvious even to the casual reader of Russian, the wrong case,
the accusative instead of the locetlve, was selected for mocrexyioupx. On
a following pass, this information would be sufficient to select the locative
alternative argument as the preferred argument.

411 the errors in prepositional phrases that have been made SO
far by the program occur with the prep&sition B, 88 in the preceding exampls.
This suggests that there is an error in the ordering of the preposition
complement predictions in the pocl for p,since the correct prediction is
always located bsiow the one selected as the attributed argument. The
priority order of the cases governed by s should be inverted,so that the
locative case is tested before the accusative case. This can be done by
modifying the information in the first two character positions of column 8
for the preposition.

Adnother example of more interesting nesting is offered by the string
MSMEDUTH CpPeZHIb 38 MHOMO nepmoxoB amumTyny (Fig. 5-6) . The single alterna-
tive argument of cpegmmn intersects with three predictions in the pool. It
fulfills the prediction of object of the verb infinitive mamepurr. The
other two intersections with earlier object predictions are recorded on the
hindsight file. A master prediction is entered at the top of "o pool.

The following preposition sa fulfills an infinity prediction and

sets up four preposition complement predictions above the master piediction

as follows:
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(1)
(2)
(3)
(4)
(5)
(6)

549

Preposition complement (instrumental singular)
Preposition complement (instrumental plural)
Preposition complement (accusative singular)
Preposition complement (accusative plural)
Mester (of cbjeot) (accusative singular feminine)

eto. (old predictions)

The following numeral mmoro has elght alternative arguments:

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)

/edjectival, nominative, singular/
/pominal, nominative, singular/
/edjectival, accusative, singular/
/nominal, accusative, singular/
/e;d,jectival, nominative, plural/
/nominal, nominative, plural/
/edjectival, accusative, plural/

/nominal, accusative, plural/

There are fourteen intersections among the aslternative arguments

and the predictions in the pool. The first intersection is between the

third predictlon in the pool and the third alternative argument,resulting

in the preferred argument and attributed argument listed om the main output

file. The fourth, seventh, and eighth alternative arguments also intersect

with the third prediction, end there are two intersections between the fifth

prodiction and the third and fourth alternative argumente. These, and the

remaining elght intersections are listed om the hindsight file in the order

in which they are identifisd.
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Numerals, when used adjectivally, make special master predictions
dependent on the information contained in column 8! wmoro predicts a master
in the genitive case, and either singular or plural. Since the remalning

unfulfilled preposition complement predictions are wiped from the pool

(PST is equal to 00), the top of the new pool efter the analysis of wmmoro

is as follows:

(1) Master (of preposition complement) (genitive)

(2) Compound preposition complement (accusative)
(3) Infinity
(4) End Wipe

(5) Master (of object) (accusative, singular, feminine)

(6) etc. (old predictions)

The single alternative argument of mepmozoB intersects with the first
master prediction,resulting in the attributed argument master of preposition
complement. The noun preferred argument makes a new prediction of a noun
complement, replacing the fulfilled master prediction at the top of the pool.

Next, the single alternative argument of ammwmryny is brough; into
the central memory location and tested against the predictions in the pool.
None of the first four predictions are fulfilled,so that the end wipe pre-
diction is activated. This is a signal that the analysis of the prepositional
phrase has been completed and the predictions of another nest are about to
be tested. There is an intersection with the following master of object
prediction which is noted on the main output file. Two other later inter-
sections are then also noted. The final analysis shows the preposifional

phrase ga mmoro mepmogor hested within the noun phrese cpegmon avmmmTyxy .

B By s
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Although no mistakes have been shown in this section, it is possible
that they can occur, parti~ularly so when there is a legltimate ambiguity
in the syntax that cannot be solved by syntactic analysis alone. Such a

situation will be shown in the next section.

6. The Identification of the Subject, Predicate, and Object in a Clause

The recognition of the subject, predicate, and object in a clause
is closely skin to the recognition of the necessary elements within any of
the phrase structures. What ma#e the subject, predicate, and object unique
are the grammatical relationships among them which permit the subject, ‘

predicate head, and object predictions to be modified whenever one of them

is fulfilled. In the existing experimental program, this is the only set
of predictions that behaves in such a manner.
Whereas the subdivision of clauses into two divisions such as

5

Chomsky's noun phrase and verb phrase” is the more common, in the present

scheme of predictive syntactic analysis for Russian it is corvenlent to
divide the clause into three divisions. This division adds facility to the
manipulation and modification of the subroutines.

Actually four rather than three predictions are utilized to carry
out the analysis of a clause,since both a left object prediction and an
object prediction are used. The left object, which can be fulfilled by an
accusative or instrumental adjective, noun, pronoun, or nu%é?al, is predicted

~ with the subject and predicate head predictions and must be fulfilled before

the predicate has been identified, that is, it is located to the left of

the predicate; otherwise, it is wiped from the prediction pool when the
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predicate is identified and an object prediction is made based upon the verb

government coding in the predicate head. Once more, it is simply a question

of convenience in coding and also in the arrangement of the program output.
In a majority of cases, the subject, predicate, and object occur in
the order mentioned; however, it is not uncommon to find a sentence where
the positions of the subject and object are reversed. The reversed con-
struction occurs too frequently for the analysis not to have a mechanism to
recognize it. The left object prediction has been created to fulfill the
need for interpreting on the first pass the sentence in which the object
precedes the predicate.
There is no obvious disadvantage to this scheme of operation. Errors
and mistakes due to this approach do occur;and an example of each will be

considered later in this section. However, since all the alternative schemes

that were considered seem to allow at least as many errors and mistakes, this

approach does not seem disadvantageous.

Initially, predictions of subject, left object, and predicate head

are entered into the pool in that order. The predicate head prediction is

modified if' either the subject or the left object predictions are fulfilled

first. ILikewise, the predicate head prediction modifies the subject pre-

diction when the predicate head is fulfilled first. The modifications serve

to limit the number of alternative arguments that can intersect with the

" modified predictions. This is'particularly important because of the frequency
of ocqurrence of nouns and adjectives with at least two glternative arguments,
one nominative and the other either accusative or irnstrumental. Frink and

Klin96 have compiled some statistics on the frequency nf the textual oceurrence
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of the various alternstive arguments. Some of the figures based on a sample
of 9,618 nouns and adjectives found in texts are given in Table 5-4. It is
seen that more than one third of all nouns and edjectives have nominative-
accusative or nominative-instrumental alternative argument pairs which can

fulfill both subject and object (or left object) predictions. Without the

modifications of predictions for agreemsent in case and number, errors in

analysis would ocour more often, and more passes would be needed to achieve

a correc¥ analyuis.

Nouns and
Nouns Adjectives Mjectives

Words with alternative

arguments that can . . .
fulfill both pubject 2,706  44.0% | 878 25.3%| 3,584 37.3%

and object predictions.

Words with alternative

arguments that can s 0 °
fulfill either subject 938 15.2% | 2,429 70.1% | 3,367 35.0%

or object predictions.

Words with alternative

arguments that can 0 o o
Pulfill neither subject | 22707 40-8% | 156 4.6% 2,667 27.7%

nor object predictions.
6,153 3,465 9,618

J

Freqpenoy with which Text Occurrences of Nouns and Adjectives
Can Fulfill Subject and Object Predictions

TABIE 5-4
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To illustrate the effect of predictica modification, several examples
will be used, and predictions which do not affect the modifications of
interest will be deliberately overlooked.

The most common sequence is subject-predicate-object, which is
represented by the sentence segment amech mu onpexessmM 3HAUERHS. .. (Fig. 5-7).
The subject, left object, and predicate head predictions are in the pool in

the given order. Placing the subject above the left object permits a word

whose alternative arguments intersect with both predictions to be selected

as the subject.

The first word, the adverb agecn, 18 accepted by the infinity pre-
diction. Since an adverb makes no new predictions the pool remains unmodified.
The pronoun w: has only one alternative argument, /pronoun, nominal, first
person, nominative, plural, masculine or feminine/ which intersects only
with the subject prediction. Since there are no other intersections, nothing
is recorded on the hindsight file. In updating the prediction pool, the

predicate head predictioﬂ is modified so that only a first person, plural,

and masculine or feminine predicate can fulfill the predlction. The following
verb onpexpesmm. satisfles these imposed conditions so that it can be selected
as the predlcate head. The second alternative argument of ompegemns,

/short form adjective, sipgular, masculine/, cannot satisfy the conditions

imposed on the predicate head prediction since the alternative argument is

singular and the modification is for plural only.
Since the predicate head has been fulfilled before the left object,

the latter prediction is wiped from the pool and a prediction for an

eccusative object, based on the ®P7" government code in column 5 of ompegesmmns,
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is entered into the new pool. Although snauemus has three alternative
arguments, there 1s only one intersection and the noun is selected as
the object of ompegesmsmd.

An example of an adjective predicate head preceding a subject is
given in the next 1llustration, mpegyoxeHa meTofyka...(FPig. 5-8). The
single alternative argument of mpexsoxena intersects with the predicate
head prediction. The subject prediction is then modified so that only a
singular and feminine subject can be accepted. Since Meromyka fulfills
these limitations, it is accepted as the subject of the clause.

As an example of how the modification of predictions catches errors,
consider the string nmpwu pogruouemm CrexyRmEro HaKAIUBBAKMErO KOHIEHCETOpa

Bce sBEHMA MoBropswores...(Fig. 5-9). The subject, left object, and

predicate head predictions are in the pool together with an infinity pre-

diction. The preposition mpm is accepted by the infinity prediction which
leads to the identification of the prepositional phrase mpu moAKIUEHM
ClEryRmero HexarumiBemmero Komgencaropa (Sec. 5). After the analysis of

Kompencaropa, & prediction for a noun complement is placed above the other

predictions of the clause.

The promoun sce has eight alternative arguments:

(1) /promcum, adjectival, nominative, singular, neuter/
(2) /preneun, adjectival, accusative, singular, neuter/
(3) /pronomn, adjectival, nominative, plural/

(4) /pronqun; adjectival, accusative, plural/

(5) /pronoun, nominal, nominative, singular, neuter’

(6) /pronoun, nominal, accusative, singular, neuter/
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(7) /pronoun, nominal, nominative, plural/
(8) /pronoun, ncminal, accusative, plural/

Four of these alternative arguments intersect with the subject prediction,
and the other four intersect with the left objoot prediction. Although

Bce 18 correctly identified as the subjeot of the clause, the wrong preferred
argumont is melected, /proncun, adjectival, 3rd person, nominative, singular,

neuter/. All of the seven other intersections are recorded on the hindsight

file. The subjest attrituted argument modifies the predicate head prediction,
so that only a singular and neuter predicate can fulfill the prediction.

The adjectival preferred argument sets up a master prediction,which must be
fulfilled (PSI 01% followed by an end wipe. A noun or adjestive fulfilling
the master prediction must be nominative, singular, and neuter.

When the three alternative arguments of amnemms are brought into

the central memory locatlon, nome of them intersects with the leading master
prediction. The end wips is activated, wiping the master prediction and

N noting 1t on the hindsight file. The /noun, accusative, plural, neuter/
alternative argument intersects with the left object prediction. This
further modifies the predicate head prediction so that only a transitive

verb can be accepted.

The verb mosropswrcs cannot fulfill the predicate head prediction,

sinece it is plurel and reflexive. It cannot fulfill any other prediction

elther, so that it 1s selectgd a8 an arbitrary qhoice after the predicate

heed prediction le wiped and recorded on the hindsight file. The chain
number is incremented to indicate the error. In a later pass, if the subject
prediction were initielly limited to plural subjects; the analysis would

procebd corrsotly.
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The sentencetNpeaueroM HACTOAmMErO cOOOMEONMSA ARIAETCH AHAIM3
poamoxmocredt, ., (Fig. 5-10) is an example of the sequence object-predicate-
subjeot, which is quite commun when there is a reflexive verb acting as the

predicate. The subject, left object, and predioafe head predlctions are at

the top of the pool when the alternative argument of mpegmerom, /noun,
instrumental, singular, masculine/, 1s tested. I"he single intersection with
the left object prediction results in the selection of mpegmerom es the
object of the clause. The predicate head is modified so that only a predicate

governing the instrumental case can be accepted. The noun phrase HacTOAWEro

coobmemmsa is selected as the noun complement ofrmpesmeToM (see Sec. 5), after

which the alternative argument of sBaserca is tested. Once more there is a

single intersection, this time with the modified predicate head prediction.
The program can determine that the verb governs the instrumental case by
testing whether the verb is reflexive. Having s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>